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Extreme value analysis of optimal
level-crossing prediction for linear Gaussian
processes

Rodney A. Martin®*"

A novel approach of combining the practical appeal of Kalman filtering with the design of an optimal alarm system
for the prediction of level-crossing events was introduced in earlier work. Here, the aim is to perform a more
detailed extreme value analysis using the critical threshold that enables definition of the level-crossing event. It
will be rigorously proven that the approximations and baseline methods previously used yield important intuitive
conclusions about the impact of low measurement noise and high levels on improved capability of level-crossing
predictors. Where possible, elegant closed-form solutions for a well-known alarm system metric in face of those
limiting considerations are also provided.
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1. INTRODUCTION

In earlier work (Martin, 2010), a novel state-space approach to the optimal alarm systems literature was introduced, which
contributed to the Kalman filter-based fault detection literature from a different theoretical angle. Originally, it was shown by
Svensson (1998) and Svensson et al. (1996) that an optimal alarm system can be constructed by finding relevant alarm system
metrics as a function of a design parameter by way of an optimal alarm condition. These alarm system metrics are often derived from
those that are used in receiver operating characteristic (ROC) curve analysis, enabling the design of tradeoffs between false alarm and
missed detection probabilities. The optimal alarm condition is fundamentally an alarm region or decision boundary based on a
likelihood ratio criterion via the Neyman-Pearson lemma (de Maré, 1980; Lindgren, 1985). This allows for the design of an optimal
alarm system that will elicit the fewest possible false alarms for a fixed detection probability. This becomes important when
considering the numerous applications that might benefit from an intelligent tradeoff between false alarms and missed detections.
An extreme value analysis using the critical threshold that enables definition of the level-crossing event will be investigated, to secure
limiting conditions related to certain approximations to the optimal level-crossing predictor and baseline methods for comparison
that were also previously introduced (Martin, 2010).

There are several examples of level-crossing events, varying from a simple one-sided case to a more complicated two-sided case.
The former one-sided case involves exceedances and/or upcrossings of a single level by a discrete-time process. The difference
between exceedances and upcrossings is related to the number of time points spanned by the event. An exceedance is a one-
dimensional level-crossing event, where some critical threshold level is exceeded by a process involving only a single time point. An
upcrossing is a two-dimensional level-crossing event, such that some critical threshold level is exceeded by a process involving two
adjacent time points. The process is below the threshold at the first time point and above the threshold at the second time point.
One-sided exceedances and upcrossings have traditionally been studied in previous work and invoke ARMA(X) prediction methods
(de Maré, 1980; Lindgren, 1985; Svensson et al., 1996; Svensson, 1998). The two-sided case involves a level-crossing event that spans
many time points, exceeding upper levels and fading below lower levels symmetric about the mean of the process. A variant of the
latter more complicated two-sided case has been previously investigated in the context of Kalman filter-based fault detection
algorithm development (Kerr, 1982). This case is more practically relevant when monitoring residuals that may be derived from the
output of other machine learning algorithms or transformed parameters that relate to critical performance of a system or process.
The two-sided case was also investigated in the earlier work (Martin, 2010) and serves as a precursor to this article. As such, it will be
investigated here as well.

The prediction of such a level-crossing event is also very similar to what has been established as the state of the art for newly
minted spacecraft engines, as previously studied by Butas et al. (2007); however there were no optimality measures in place. This
provides additional practical motivation for investigating a level-crossing event that spans many time steps, moving beyond what
has previously been studied in this vein. In general, the design of optimal alarm systems demonstrates practical potential to enhance
reliability and support health management for space propulsion, civil aerospace applications, and other related fields. Because of the
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great costs, not to mention potential dangers associated with a false alarm due to evasive or extreme action taken as a result of false
indications, there are great opportunities for cost savings/cost avoidance and enhancement of overall safety. Nonetheless, the intent
of this article is to demonstrate the utility of optimal level-crossing prediction from a more theoretical perspective.

Optimal alarm regions cannot be expressed in closed form, and thus ROC curve analysis must be performed either empirically or
with a computationally prohibitive generic Monte Carlo numerical integration routine where the integration region is given by
storing precomputed points along the boundary of the alarm region (Svensson, 1998). As such, one of the aims of the previous study
(Martin, 2010) was to investigate approximations for the design of an optimal alarm system. The resulting false alarm and missed
detection probabilities that can be derived from ROC curve analysis were also compared to competing baseline methods and may
provide some level of predictive capability, but have no provision for minimizing false alarms for the prediction of level-crossing
events. When using approximations to the theoretically optimal predictor for a stationary linear Gaussian process, it was
demonstrated that there was a negligible loss in overall accuracy at the advantage of greatly reduced computational complexity. The
negligibility of the loss in accuracy was demonstrated by comparing approximations to the optimal level-crossing predictor to the
baseline methods. The approximations clearly outperformed the baseline methods; however, it was also observed that caution
needed to be exercised when using these approximations in the design of alarm systems when they are defined with small threshold
values. The character of these approximations and competing baseline methods when considering extreme values is thus one of the
key objectives of this study.

As such, this article presents an extreme value analysis of all approximations to the optimal level-crossing predictor, as well as
competing baseline methods. These alarm systems can be used to bootstrap an investigation into intuitive observations in face of
the relevant limiting considerations that may also translate into providing some insights about performance for typical critical
threshold values. All of the limiting considerations described herein will be evaluated using the area under the ROC curve (AUQ), for
which closed-form relationships can be derived under certain technical conditions. The AUC is a performance metric that
characterizes the ability of an alarm system to accurately predict the level-crossing event. More precisely, it quantifies the Mann-
Whitney-Wilcoxon U-test statistic, which is equivalent to the probability of correctly ranking two randomly selected data points, one
belonging to the level-crossing event class and the other not. The AUC has been deemed as a theoretically legitimate metric for
model selection and algorithmic comparison (Bradley, 1997). Closed-form expressions for the AUC will be derived explicitly as a
function of relevant system parameters where possible.

2. METHODOLOGY

2.1. Preliminaries

The investigation of all alarm systems will be conducted in the context of predicting a level-crossing event defined with a critical
level, L, that is assumed to have a fixed, static value. The level is exceeded by some critical parameter than can be represented by a
dynamic process and is often modelled as a zero-mean stationary linear dynamic system driven by Gaussian noise. The theory that
follows is based on this standard representation of the optimal level-crossing problem. As such, it is an underlying assumption that
measured or transformed data can be fitted well to a model represented by a linear dynamic system driven by Gaussian noise. The
state-space formulation is shown in egns (1)-(3), demonstrating propagation of the state, x, € R" which is corrupted by process
noise wy € R". For convenience of presentation, it will be assumed that propagation of all state covariance matrices can reasonably
well be approximated by their steady-state counterparts. This approximation, while it introduces error with regards to the probability
of a level-crossing event at a specific point in time, is ostensibly negligible and will provide for a great computational advantage in
the design of an alarm system. Instead of designing an alarm system for each time step, a single alarm system can be designed for all
time steps. The approximation is based on the limiting statistics that are reached at steady-state, which greatly reduces the
computational burden, as previously identified (Martin, 2010). As such, the solution of the steady-state Lyapunov function, Pk,
suffices for evolution of the unconditional state covariance matrix. The output yx € R is univariate and is corrupted by measurement
noise vy € R.

Xei1 = AXy + Wi, M
Yk = Cxg + vy, (2)
P, =APLA" +Q, (3)

where
wkNN(o7Q)u Qto
VkNN(O,R), R>0.

A summary of the basic mathematical notation not defined elsewhere is provided in Table 1. There is great flexibility in
constructing a mathematical representation for the level-crossing event, Ci; however, in this article the event of interest is shown in
eqn (4). This level-crossing event represents at least one exceedance outside of the threshold envelope specified by [—L,L] of the
process y, within the specified look-ahead prediction window, d.
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Table 1. Summary of mathematical notation

Mathematical representation Nomenclature

L is defined as

\ Set subtraction

= Positive semi-definite

LJ
=

Not (Set complement)

7 Universe of all events
(-)T Transpose
P(e) Probability
E[e] or Expected value
V([e] Variance-covariance matrix
$icjik E[e|yo, ...,y (conditional expectation)
O(e) Univariate Gaussian cumulative distribution function
(o) Univariate Gaussian probability density function
N, %) Multi-variate Gaussian distribution with mean u and covariance X
N(x; 1, X) Multi-variate Gaussian distribution evaluated at x with mean p and covariance X
d d d
G2 Sk =B =T\ B (4)
j=1 j=1 j=1
where

B2 {lyiyl <L}, ¥j>1,

Sy 2 El/<+j j=1
k+ = j— .
N BBy V>

The level-crossing event Cy represents at least one exceedance over the span of d time steps. Mathematically, it can also be
represented as the union of disjoint subevents, U}1=1 Sk+j, or as the union of overlapping subevents, U;L EI/<+j' El/<+j is based on the
subevent E,; and represents an exceedance at the jth time step. Si,; is a sequence of such subevents, of which only the jth
represents an exceedance. Equation (5) represents the unconditional probability of the level-crossing event in its most compact

representational form.

L L
PG =1 [ o [ Niny, ) dys (5)
where

Yk+1 0

ydé ) Myd =04 = )
Yi+d 0

Je2CPLCT +R,
a [ e Vi=je[l,...,d

2y, = j—ipl T F

CA7'P.C Vi>iell,...,d].

The mathematical underpinnings for the optimal alarm condition corresponding to the level-crossing event, shown here as eqn
(6), have previously been introduced in Martin (2010). Alternatively, the optimal alarm condition can be expressed in terms of the
subevents Ej,; as shown in eqn (7).

P(Ck|)’0>-~~7Yk)ZPb7 (6)

d
P(mEk+/y07"‘7yk> <1—Pp. (7)
Jj=1

The optimal alarm condition has therefore been derived from the use of the likelihood ratio resulting in the conditional inequality
as given in eqn (6). This basically says ‘give alarm when the conditional probability of the event, C;, exceeds the level P,'. However,
prior to implementing this simple algorithmic decision rule, it is necessary to find the alarm regions defined by this inequality to
design the alarm system according to specified missed detection and/or false alarm constraints (i.e. ROC curve analysis). The alarm
region is parameterized by predicted future process output values, covariances, and P, the ‘border’ probability. P, is an extremely
important parameter, as it effectively defines the space spanned by the alarm region and therefore controls the tradeoff between
false alarms and missed detections. It is thus chosen with respect to these metrics and is the key parameter used for design of an
optimal alarm system.
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Implementation of the optimal alarm system hinges on use of standard Kalman filter and predictor equations which are omitted for
the sake of brevity. However, it is important to introduce relevant predicted future process output values, covariances and cross-
covariances, given in eqns (8)—(10) respectively. These equations rely on Kalman filter formalisms and will be used in subsequent
formulae. P%. is the solution to the discrete algebraic Riccati equation (eqn 11), and P, is the steady-state a posteriori covariance matrix
given in eqn (12), where both rely on the Kalman gain defined in eqn (13). The approximations shown in eqns (9) and (10) will provide
for a great computational advantage in design of the optimal alarm system and its corresponding approximations for reasons stated
previously. The assumption of stationarity is required for the design of an optimal alarm system, and holds here as well.

Vil = CA Xk, (8)

Pisji ~ N(PL — PL)(ATY + Py, 9)
Piikii ~ N (PE —PL)(AT) + AP (10)
P =A(Pf —F,CP?)A" +Q, (11)
Pf2pR _F,CPF, (12)

Fs 2PRCT(CcPiCT +R) . (13)

A more formal representation of the optimal alarm region is shown in eqn (15), which essentially defines a sublevel set, L, (g), of
the function shown in eqn (14), g(y,). Equation (15) plays a pivotal role in enabling enforcement of the alarm region for an optimal
alarm system. Using this condition allows it to outperform other alarm systems with respect to the minimization of false alarms.

d
g(yd)ép(/nEkHyO"”vyk)’ (14)

"=

o
|

={¥q:9(¥q) <1 Po}
=1L,4(9),

Yirik : P(Ce Yoy - k) > Pb}

I -

d
Viilk 3P(ﬂEk+j|yO7~~~aYk) <1- Pb} (15)
j=1

where
Vi1l
Va S EYalyo, - =
Virdlk

Equations (17) and (18) give the integral form of eqn (14), a multi-variate normal probability to be computed numerically. It should
be noted that an important boundary condition exists for g(y,), shown in eqn (16), given eqgns (5), (17), and (18).

9(ny,) = 9(0q), (16)
d L L
095) = P (Ve ) = [+ [ N30 Z) v (17)
- _ N
LYy L—Ykydk
:/ . / R N(Yd;omzﬂd)de (18)
—L—Yir1k —L—Yisdk
where
&= Yo — Yas
s & Vietilk Vi=je[l,....d
) Py € Vitjel,...,d],

Vi ik = CPyi €' +R.
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The feasible region for values of P, can easily be determined by applying an intermediate value theorem from calculus which
provides sufficient conditions for finding a level set solution. The sufficient conditions are shown in eqns (19) and (20), and the
resulting level set L4(g) is shown in eqn (21).

gluy,) > 1= Po, (19)
m\\yliTwocg(yd) <1—Py, Vje[l,....d, (20)
La(@) = {¥a : 9(¥a) =1 —Po}, 1)

Poe =1 —9(1y,) =1 —9(0q). (22)

The notation that represents the limiting condition shown in eqn (20) is |y,| \ x4k — oo, and it is meant to indicate that
all elements of y, other than y,,x approach +oco. Application of this condition yields P, < 1, which is true by definition,
and application of the sufficient condition shown in eqn (19) yields P, > Py, Py, is defined for the optimal alarm region in eqn (22)
and can be derived from the previous observation about an existing boundary condition, g(uyd) = g(0q). Thus, the feasible region
for P, is P, € [1 —g(04),1]. It is important to note that any approximation to the optimal alarm region may change the value
for Py,

It is not possible to obtain a closed-form representation of the parametrization for the optimal alarm region shown in eqn (15). As
such, a Monte Carlo approach must be used to generate relevant alarm design (ROC curve) statistics. This allows the ROC curve
statistics to be estimated empirically with observational truth data generated from the existing model and corresponding
computations of the conditional probability of level-crossing events given by eqns (17) and (18). However, with the aid of two
distinct approximations or competing alternatives, ROC curve statistics can be generated by numerically integrating expressions for
the computation of relevant multi-variate normal probabilities. These multi-variate probability computations are performed by using
an adaptation of a special purpose algorithm (Genz, 1992), which is based on a robust and computationally efficient technique
designed to be used for integrations in multiple dimensions for multi-variate normal distributions. This provides a tool necessary for
the design of approximations to an optimal alarm system. As such, computationally intensive simulation runs using MonteCarlo
empirical estimation or computationally prohibitive generic Monte Carlo numerical integration routines where the integration region
is given by storing precomputed points along the boundary of the alarm region (Svensson, 1998) can be avoided.

The two approximations and competing alternatives will allow the formulae for the true and false positive rates to be computed by
appealing to eqns (23) and (24). These are the two primary equations that provide the basis of alarm system design, and represent
the metrics used to construct the ROC curve. The extreme value analysis conducted in this article hinges upon the use of these
formulae as a starting point.

True positive rate:

P(Cy, A (23)
Pg = P(Ax| Ck) = %
False positive rate:
P(C}, Ax)
Pra = P(AK|Cp) = — ==
o = PG =pcy) (24)
_ P(Ax) — P(C, Ax)
1-P(C)

The formula for P(C,) has already been introduced in eqn (5) and holds regardless of the alarm system being used. Thus, only the
additional expressions for P(Cy,Ax) and P(A,) are necessary for computing P, and Py, specific to the alarm system under
consideration.

2.2. Alarm system formulation details

Two competing baseline alternatives, the ‘redline’ and ‘predictive’ alarm systems, will be compared with the optimal alarm system
approximations. They will also attempt to predict the level-crossing event defined by eqn (4). The redline alarm system defines an
envelope, [—La, La], outside of which an alarm will be triggered to forewarn of the impending level-crossing event. Thus, it is a simple
alarm level crossing used to predict a second more critical level-crossing. In this case two levels are used: L as the critical threshold
and L, as the design threshold. The probabilities necessary to compute P, and Pg, based on eqns (23) and (24) for this alarm system
are provided in egns (26)-(29), where a redefinition of A, in eqn (25) now holds, such that the alarm is based only on the current
process value.

Ax = {|yk‘ > LA}? (25)

P(Ac) = P(lyk| > La), (26)
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=20 (;L’*> (27)
Ac
P(Ck, Ax) = P(C) — P(A}) + P(Cy AY), (28)
oL L L
Py = [ [ o [ N (29)
s L L
where
z 'y —yk :|
LYdq 7
7
Uy £ o :| = od+17
_MYd
zé—]“‘ Ac Je Vi=jelo,...,d
LAl =y, ] LN visielo,...,d],
Ac=CPLATO".
rC
=
CAY!

The ‘predictive’ alarm system incorporates the use of predicted future process values and defines the same envelope, [—La, L4],
outside of which an alarm will be triggered to forewarn of the impending level-crossing event. However, the alarm definition differs
from the redline method as shown in eqn (30). The predicted future process value yj. 4 is found from standard Kalman filter eqn (8).
The probabilities necessary to compute P, and Pz, based on eqns (23) and (24) for this alarm system are provided in eqns (31)-(34).

Ak = {IViksai| > La}, (30)

P(A) = P(|Vk+dik| > La) (31)

“L,
=20 — 32
(\/;vc - Vk+dk)’ (32

P(Ck, Ax) = P(C) — P(A}) + P(Cy AY), (33)
L L pla
Py = [ [ ] N (34)
) L],
where
22 Ya
| Vi |
A [ 'uyd
Hz = = od+17
: _'Llyk+dk :|
Zz A Zyd AZ
Aa ;“C_V/H»d\k 7

Aq = CAY(PL, —PF)O".

The first approximation to the optimal alarm system is termed the ‘closed-form’ approximation. Fundamentally, this
approximation is constructed by solving for asymptotic bounds on the exact alarm region. By using asymptotes, a geometrical
approximation is implicitly formed with a hyperbox around the alarm region. By using two successive approximations to find these
asymptotes as previously described in Martin (2010), the alarm region Ay = L, (g) can be approximated in ‘closed-form’. The first
approximation is Ay = L, (g) = qu:] A’k, and the second approximation uses the definition of A’k given in eqgns (36) and (37). The
expression for the asymptotic bounds, Ly, is shown in eqn (35). The closed form approximation domain of feasibility is P, € [Py, 1]
where Py, is given in eqn (38), again as previously derived in Martin (2010).
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Loy 2L+ Vi ju® ' (Py), (35)

A = i - PEiilyo, - i) < 1= Py} (36)

~ |Vigjikl > Lays (37)

—L
Po = Q(m) (38)

The second approximation to be investigated is termed the ‘root-finding’ approximation, as previously described (Martin, 2010). As
with the ‘closed-form’ approximation, fundamentally this approximation is constructed by solving for asymptotic bounds on the
exact alarm region. Again, by using asymptotes, a geometrical approximation is implicitly formed with a hyperbox around the alarm
region. However, instead of using two successive approximations to find the asymptotes, the alarm region Ay = L;(g) can be
approximated with a single approximation Ay = L, (g) ~ Uj‘; Q,, by solving a root-finding problem which yields bounding
asymptotes. The root-finding problem, eqn (42), can be solved numerically. An alternate definition for L, is also used, which
overloads the same notation used for the ‘closed-form” approximation asymptotes. Supporting expressions for f(J,j) and Q, are
given in eqns (39) and eqns (40) and (41) respectively.

. L L—Ykjk L
g = [ [ 7 [ N0, 5 dys (39)
- “L=Yk+jk -
Q= {Viwji = F(Jhagin) <1 —Po} (40)
= {[Yksji| > L}, (41)
La; & {[Yicsjil = FGieje) = 1= Po (42)

Furthermore, the feasible region for values of P, € [Py, 1] is the same for the root-finding method as for the optimal alarm
region, where P, , = P(Cx)1 — g(04) as given in eqn (22). For both of these approximations to the optimal alarm system, eqns (43)
and (44) can be used.

1—P(A)  Pp> Py,
P(A) = k crit 43
(k) {1 Pb:Pbcmv ( )
P(Ck) — P(A’) +P(C, A Py > Py,
P(C.. A — k k> "k crit 44
(G ) {P(Ck) Po = Pog )
where
d
P(AY) = P(ﬂ Wksji| < LA,-)
j=1
La, by R
:/ N(Vd%#yd729d)dyd7
—La, ~Lag
and

La; :Asymptotic bound on alarm region formed by either approximation
Zy, 2 Ty, = 2y
=0(P, —P})o".

Since the predictor y, (with covariance matrix Xy ) and the residual & (with covariance matrix X,,) are uncorrelated, a more
intuitive way to express the relationship between the corresponding covariance matrices is Xy, = Xy, + Z,,.

Furthermore,

d d
P(CinAl) = P(ﬂ Ecsj () Wil < LA,)
=1 j=1

oL L pla 'LAd
:/ / / N(zhuzaEZ)dL
J-L —LJ—La, J—=La,
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where

Zé Eyd:|

71N
A 'uVa

My = )

: _'qu

s & ZYd Eyd

2=
R27n=7

2.3. Small value level-crossing prediction

In general, solutions to problems given by eqns (45) and (46) must precede finding the solution to eqn (47). As such, eqn (48) follows
naturally from the fact that lim;_o P(Cx) = 1, by using eqn (5) and applying eqns (23) and (24).

PL2 lim P (45)
04 i
Pg = lim Py, (46)
AUG, £ lim AUC, (47)
P§ = lim P(Cic, A) = lim P(AY). (48)

To find a well-defined limit for P9, I'Hopital’s rule must be invoked due to the fact that it is in an indeterminate form. For the
redline and predictive methods, applying I'Hopital’s rule yields eqns (49) and (50) respectively, which are both derived using
Theorems 3 and 4 provided in Appendix A.

—L4
po — 2(1)( >, 49
fa Gred Tc ( )

“L,
P =20 — 2|, 50
“ <apred Ve — Vk+d|k> (50)

where

AZ, A
dred =\ 1 ———,
Ac

AT
Apred =1/ 1 fiAazyd Aa
Pre 2e = Virdk
Combining eqns (48) and either (49) or (50), PS can be expressed as a function of P?a as shown in eqn (51). The solution to AUGC, is

given in eqn (52), and its generic derivation is provided in Theorem 5 in Appendix A. This formula can be used for either the redline or
predictive methods in the case where a=adeq Or A=dpeq respectively.

PY = 2(I)(a<l)’1 (P??ﬂ)) (51)

1
AUC, = /O PY(P,) dP?,

2 . (
=1 ——arcsin
T

a
V1+ az> 52

2
=1——arctan a.
T

As it turns out, eqns (48)-(52) are valid when d > 1 due to the fact that the alarm region is one-dimensional. As such, the closed
form expression for AUC, shown in eqn (52) can be expressed explicitly as both a function of d, and other model parameters. These
ideas will be explored further in Section 4.
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For the ‘closed-form’ approximation, if d = 1, eqn (53) holds, following naturally from a special case of eqn (57) shown later.

0 _ i N i 1
Pa = lmp(ckuAk) = lmP(Ak)

B {2®(facfc1r1(Pb)) P, > 0.5 (53)
1 P, =0.5"
where
Vi
A +1lk
dcf =
i Ae = Vi

As before, to find a well-defined limit for P9, 'Hopital’s rule must be invoked. Thus, eqn (54) holds by applying I'Hépital’s rule, and

the derivation is provided in Corollary 1 in Appendix A.

fa —

where

/ 2
bfé 1+GZ :176.
§ e = Vi

Combining eqns (53) and (54), P§ can be expressed as a function of PY, as shown in eqn (55). The solution to AUC, is given in egn
(56), and its derivation is provided in Theorem 2 in Appendix A.

P
Pg =20 (facfbcﬁbq (1 — %) > . (55)

1
AUGo = [ P(EL) o,
0

2 C
=1——arcsin | ——
n <\/1 + c2)

2
=1——arctan ¢
T

2 NIRY
=1—Zarctan (Ck“k>,
T

2e — Viralk

(56)

where

VAV

A
c= acfbcf = y .
e = Vi

When d > 1, it is not possible to derive a closed form expression for AUC, as a function of model parameters. However, it is
possible to find simplified expressions for Pg and P,?a, which are given in eqns (57) and (58) respectively. Here AUC, can be computed
numerically for various values of P,. Equations (57) and (58) are thus generalizations of eqns (53) and (54) that were respectively
expressed in closed-form when d = 1. Detailed proofs for eqns (57) and (58) (for d > 1) are provided in Theorem 1, which can be
seen in Appendix A. Similarly, detailed proofs for eqns (53) and (54), which naturally follow from Theorem 1, are also provided in

Corollary 1 in Appendix A.

d d
i VA T J
Py = mp(ckUAk) = M?)PQQA,()

Jj=

d (57)
) V= POV kgl < L5) Py, > 0.5
1 Py = 0.5,

P = T- P(ﬂ}; [Vicsjik] < Lﬂ/) Py, > 0.5 (58)
‘ 1 Py = 0.5,
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where

d th Lgd R .
p(/ﬂ Wi < ng) = /Lo “./LO /\/(yd;Od,Zyd - Zydz;;z{i) dyy
j=1 Ay “ag
ng é Vk+j‘kq)71 (Pb)

For the root-finding approximation method, all of limiting results as L — 0 change dramatically due in part to the much different
domain of feasibility for P, as compared to the ‘closed-form’ approximation. As pointed out in the previous section, the domain of
feasibility or feasible region for values of P, € [Py, 1] is the same for the root-finding method as for the optimal alarm region, unlike
the closed-form approximation. Solutions to the small value level-crossing prediction problem Vd > 1 can be combined, because it
will be found that there is no distinction between the solutions for the cases d = 1 and d > 1 as there was with the closed-form
approximation. In fact, it can be proven that the solution is theoretically prohibitive by recognizing the limiting value for
Pp,. = 1—9(04) shown below:

lim Py, = lim 1 —
Jim Py, = lim 1 —g(0q)
=1

Since the resulting revised domain is P, € [1,1] when L — 0, the only value in the domain is the maximum value of P, =1
for the root-finding approximation. As shown below, it then follows that any value of y suffices for L°j, given eqns (39) and
(42).

lim fFejik) = 0, Wik
and Ly = {|yul : Po =1}

This implies that the resulting alarm system will never yield positive indications of the level-crossing event. As such, intuitively it
makes sense that P; = 0 and P¢, = 0, which are proven mathematically in eqns (59) and (60).

d d d
PE(])Pd = PLT(T)P(CI(, UQAj> = PLT(\)P(}=1 QAI> =1- P(Q |)7k+j\k| S OO) = 07 (59)

I

d
lim Pro =1 - P(ﬂ | < oo> =0. (60)

As there is only a single alarm point, a fully formed ROC curve cannot be formed and it is thus impossible to compute or find an
expression for the AUC as was performed for the closed form approximation.

2.4. Large value level-crossing prediction

In general, we will cover solutions to the problems given by the definitions shown in eqns (61)-(63) in this section.

= lim Pra, (61)
Py £ Jim Py, (62)
AUC £ lim AUC. (63)

For both the redline and predictive methods, solutions to eqns (61) and (62), Vd > 1, are provided in eqns (64) and (65)
respectively.

. P(Ax) — P(C, Ax)
— |im X 0Tk

T 1= P(CY)
P(G) — P(G. AY)

00
Pfa

= lim

L—o00 P(C[{)
J J ) (64)
PO el <) = P(O bl < L AY)
= 1m
e PN byl <L)
= P(Ak)7
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Poc — lim (CkvAk)

L—»oo P(Ck)
0 (65)
)
= Undefined.

Because P3° results in an |ndeterm|nate form ( ) I'Hopital’s rule must be applied. However, even after infinite differentiations, as
the operation lim;_ limy,_q 2 ()Lmd, meZis applled to both the numerator and denominator of eqn (65), the quotient P} is
undefined. As such, it is evident that AUC,, = [; PF(Py)dPE = 1.

For the closed-form approximation, solutions to the problems given by lim,_.«, Ps; and lim;_.., P4, ¥d > 1 are provided in eqns (66)
and (67) respectively. The last two steps prior to the result shown in eqn (66) are evident after application of eqn (38) for Pp,

crit *

P(Ax) — P(Ck, Ax)

Pm = LII_TC ~PC)
P(C}) — P(Cl A,
PG —P(CA)
L—o0 P(C;()
d d d e
) P(ﬂj=1 Wit < L> - P(ﬂj=1 Vil < LNy Wajikl < LA,-)
= Lllm y
o P (ﬂj:l Visj| < L)
d
=1-lmP Visjik] < LA)
b (ﬂ / (66)
1 —lim o P(ﬂ]d:1 ‘}A/k+j‘k| <L+ \/V/(—_Fﬂ;z(l)i1 (Pb)> Py, >0
= . ) -
1— IlmL*»oc P(ﬂjd:1 ‘yk+j|k| < L(1 — “ﬁ)) P,=0
— P(mf=1 |yk+j|k‘ < OO> P, >0
1- P(ﬂ,‘;] [Vijik] < 00, [Ykraik| < 0) P, =0
B {0 P, >0
Sl P =0’
P(Ck, Ax)
Poc A I bl
it P(Ck)
R T—P(C])
d s d .
i 0-— P(ﬂj:1 kil < LA,) - P(ﬂj:] Vi) < LA,-) (67)
- LLn;]c 0
_0
)
= Undefined.

As before, P results in an indeterminate form (0) even after infinite differentiations using 'Hopital’s rule. As such, it is also evident
that AUC, fo P (P) dP = 1. For the root-finding approximation, solutions to the problems posed above are identical to
those presented for the closed form approximation. The main difference is in the definition of the domain of P,, however
lim; . Py, = 0 applies for both approximations, using eqns (22) and (38).

3. EXAMPLE

The example to be used for the presentation of the results has no specific application, but is generic and based on the same example
used in previous work (Svensson et al., 1996; Martin, 2010). The model parameters are provided in eqns (68)-(71).

A= [—8.9 1?8}’ (68)

c=[05 1], (69)
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Q= {8 ?] (70)

R = 0.08. (71)

Unless otherwise stated, all cases to be compared will use a prediction window of d = 5 while varying L.

4. RESULTS AND DISCUSSION

A comparison of the AUC for all alarm systems for a prediction window of d = 5 while varying L € [0,40] is shown in Figure 1. It is
very clear that the optimal alarm system and its approximations outperform the redline and predictive methods, over the entire
range of values shown for L, as expected and shown previously (Martin, 2010). Another important point to note is that the closed-
form and root-finding methods shown as dashed and dotted blue lines respectively approximate the exact optimal performance
(shown as a solid blue line) quite well over most of the range of values shown for L. The exact optimal results were obtained by using
a Monte Carlo simulation over only a portion of the entire range shown. This is due to the fact that it would be infeasible to find the
AUC with this method as L — 0, and it would take prohibitively long to find the AUC for higher values of L, unlike with the
approximations.

However, the approximations break down as evidenced by the notable divergence of AUC values. The closed-form approximation
breaks down with higher values of L, and the root-finding approximation breaks down with lower values of L. These observations are
purely empirical and unsubstantiated by theoretical backing, the latter of which is due to the finding that it is not possible to
compute AUC,. However, for the closed-form approximation, it is empirically evident in Figure 1 that a small divergence from the
optimal AUC as L — 0 also exists. There is theoretical backing for this divergence, given the expressions for AUC, derived in the
previous section. The technical conditions that may lead to more egregious divergences than this one will be explored later in this
section. Furthermore, as proven in the previous section AUC,, = 1 for both approximations to the optimal predictor and the redline
and predictive methods. This is evident in Figure 1 and is also well substantiated by the same apparent behaviour of the results for
the AUC when using the optimal level-crossing predictor itself.

Due to the closed-form representation of AUC for the baseline redline and predictive methods when L = 0, AUC, can easily
be expressed explicitly and thus plotted as a function of d. The results are shown in Figure 2. However, the same is not true for
the closed-form approximation, and so for this case alone the AUC values shown as a function of d in Figure 2 were all
computed numerically with the exception of the point corresponding to d = 1. A more detailed theoretical analysis of the
limiting considerations as d — oo, and for L > 0 for the closed-form approximation, will require functional and infinite
dimensional analysis, and as such will be studied in earnest in subsequent work. However, it is clear from Figure 2, as it was
previously found in Martin (2010), that the closed-form approximation outperforms the baseline redline and predictive methods,
vd.

Some other interesting and intuitive observations alluded to earlier hinge upon the elegant closed-form representations for AUC,
for all alarm systems. Equations (52) and (56) demonstrate that AUC, can be expressed explicitly as a function of model parameters.
However, again these representations are specific to the alarm system under consideration. For the closed-form approximation, AUC,
can only be expressed explicitly as a function of model parameters when d = 1. Nonetheless, the corresponding expression for AUC,
allows for some intuitive observations to be made in face of the limiting consideration L — 0, as shown in eqn (72), which can easily
be derived from eqn (56).

AUC

0.7

—oe— Redline
—=— Predictive
0.65 —#— Optimal 1
- ©- Closed—form approximation

0.6 | %+ Root—finding approximation 1
0.55 | 1
0.5 : v y y y

0 10 20 30 40 50 60

Critical threshold

Figure 1. AUC for all alarm systems a function of critical threshold, L
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AUC vs.dwhen L=0

AUC

0.65 ]
06k 0 Redl'm(? 1
- B - Predictive
055 | —6— Closed—form optimal approximation |
05 . . . . . . . . .
0 10 20 30 40 50 60 70 80 90 100

Prediction horizon (d)

Figure 2. AUC for all alarm systems a function of prediction horizon, d, when L = 0

lim AUC, =0. (72)
|

The natural and intuitive interpretation of eqn (72) is that a relationship exists between the level-crossing predictive capability
(event prediction) as quantified by AUC, and the Kalman prediction error (value prediction) as quantified by Vi1« Value prediction
was previously defined in Lindgren (1985) as the ability to predict future process values of a stationary linear Gaussian random
process, in the sense of least squares. Event prediction is the ability to accurately predict a level-crossing event constructed over a
defined prediction horizon, involving exceedances of a given critical threshold by the random process. It is clear that AUC, is
directly influenced by Vi as it approaches the upper bound A. In this case, the level-crossing performance quantified by
AUC, — 0 yields a completely imperfect prediction. In short, intuitively when d = 1, as the uncertainty in the value prediction
increases, event prediction capability of level-crossings worsens. Although intuitive, the novelty of this result lies in the fact that it
is now supported by rigorous theoretical proof. In subsequent work, the more general case when d > 1 will be investigated, as
well a more thorough exploration of the relationship between value prediction and event prediction using a different contextual
basis.

It is also of interest to examine what happens as V..« approaches a lower bound. It is well known that the Kalman prediction error
(Vigad and thus value prediction uncertainty is directly influenced by the measurement noise (R), among other factors. The
measurement noise has the most straightforward relationship to AUC, in the context of eqn (72), and as such it is best candidate to
study the effect of varying the Kalman prediction error (V). As the measurement noise approaches zero (R — 0), a lower bound
for the prediction error is given by Vi — €QC". The full relationship is given in eqn (73), where it is clear that as R — 0, the
limiting value for AUC, < 1 will not yield perfect prediction. However, under certain very specific circumstances related to system
stability governed by A, the limiting value for AUC, = 1 will result in perfect prediction when R — 0. This observation will be studied
in depth in a sequel paper.

(CPCT)(cQcT)

73
CAP-A'C’ (73)

2
lim  AUCy = lim AUCy = 1 — —arctan
Vie—€QC’ R—0 T

All of the closed-form approximation results that have been presented so far have been for the case in which L = 0and d = 1.
However, this extreme case can also be used to gain some useful insight into the AUC performance for non-zero L values. The Signal-
to-noise ratio (SNR) can be used to provide this insight by adjusting the value of R appropriately, recognizing that lim z_,SNR = oo,
and lim z_..SNR = 1. The top two panels of Figure 3 illustrate that a limiting value of AUC, < 1 exists as R — 0 (SNR — oc) when
L > 0, just as when L = 0 for both the closed-form and the root-finding approximations. The case L = 0 is not shown for the root-
finding approximation, based on the previous finding that it is impossible to compute AUC, in this instance. When using the closed-
form approximation, the bottommost line shown in blue on the top-left panel corresponds to the case when L = 0, directly
illustrating the result from eqn (72). Observing the remaining curves in the top two panels when L>0, it is clear that as the
measurement noise increases (the SNR decreases) limp_..o AUC = 0.5, and that as measurement noise decreases (the SNR increases),
limg_o AUC = 1 as L — oo. The latter observation provides evidence of the large value level-crossing prediction derivation provided
earlier that AUC_, = 1. These observations in general serve only as preliminary empirical evidence to support characterization of the
limiting values for AUC when addressing measurement noise, R, as well as the critical level, L. A more detailed theoretical analysis will
be presented in a sequel paper.

When L = 0 and d = 1, important observations can also be made for the baseline redline and predictive methods in face of the
limiting consideration R — oo as shown in eqns (74) and (75). These observations are empirically evident in the bottom two panels of
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AUC curves for a prediction window of d = 1

Closed—form approximation Root—finding approximation
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Figure 3. AUC for all alarm systems a function SNR

Figure 3, again with the bottommost line shown in blue. These equations can also be derived by a straightforward application of the
specific conditions given by L = 0 and d = 1, and using the definitions of a,eq and dpreq provided in eqns (49) and (50), as well as eqn
(52).

. 1
R'L“Qo AUC, = > (74)

_ 1
Jim AUG, = - (75)

As the measurement noise decreases, limiting values for AUC (AUC, < 1) are given by eqns (76) and (77) for the redline and
predictive methods respectively and are analogous to eqn (73) for the closed-form approximation.

2 CPLATCT’
lim _AUCy = lim AUC, = 1 — —arctan 1— (%) , (76)
Vk+1\k*>chT R—0 T CPSSC
2 CPLATC)?
lim  AUCy = lim AUCy = 1 — =arctan 1— L( - 55 L) — (77)
Vi 1k—€QCT R—0 T (CPSSC )(CAPSSA C )

As in the analysis of the closed-form approximation, the extreme case of L = 0 can be used to gain some useful insight into the
AUC performance for values of L > 0, as illustrated in the bottom two panels of Figure 3. In the more general case when L > 0 as
measurement noise increases, empirically eqns (74) and (75) appear to hold true, indicating that the event prediction capability of
level-crossings worsens to random guessing when L > 0 as well. Furthermore, the AUC appears to approach 1asL — ocand R — 0,
again providing evidence of the derivation provided earlier that AUC,, = 1.

It is also evident that neither the baseline redline nor predictive methods worsen to the extent that the closed-form approximation
does, and they only degenerate to random guessing (AUC, = 0.5) as opposed to completely imperfect prediction (AUCy = 0). This is
a particularly interesting result due to the fact that the performance of the predictive method has previously been proven as identical
to the optimal level-crossing predictor when d = 1 (Svensson, 1998). This notable discrepancy manifests only when L = 0 by using
the closed-form approximation.

However, the same conclusion that was drawn for the case of the closed-form approximation concerning the influence of value
prediction uncertainty on event prediction capability also applies to the baseline redline and predictive methods. The natural and
intuitive interpretation of eqns (74) and (75) is that as the measurement noise (R) increases, event prediction capability of level-
crossings worsens, even when L > 0 in addition to when L = 0. As such, the closed-form representations of AUC, for all alarm
systems which are relevant for specific conditions on L and d can be used to gain insight for how the AUC varies more generally in
the presence of measurement noise.
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5. CONCLUSIONS AND FUTURE WORK

In an earlier article, a novel state-space approach to the optimal alarm systems literature was introduced, which was enabled by use of
the Kalman filter. In doing so, it was demonstrated that there is a negligible loss in overall accuracy when using approximations to the
theoretically optimal predictor for a stationary linear Gaussian process, at the advantage of greatly reduced computational complexity.
In this study, the limiting effects of using those approximations were investigated with an extreme value analysis by varying the critical
threshold, L. Depending on the magnitude of the measurement noise, it was found when L — 0, using the closed-form approximation
will provide a worse result than the redline or predictive methods. As such, the original hypothesis postulated that care needs to be
exercised when applying approximations to the optimal level-crossing prediction has held true. However, this extreme case was also
used to gain useful insight into the AUC performance when L > 0. Specifically, when L increases, the predictive capability as quantified
by the AUC improves, for which theoretical proof was also provided to support the finding of improvement to perfect prediction
(AUC,, = 1). It was also found that closed-form expressions for the AUC can be derived as L—0. In particular, expressions were derived
for the AUC when d = 1 using the closed-form approximation and when d > 1 using the redline and predictive methods. In doing so,
an intuitive conclusion was recognized that increased measurement noise negatively impacts event prediction capability.

A closed-form expression for the AUC does not exist for the more general case of d > 1, nor can alimiting value for the AUC be derived
for the root-finding approximation. Despite these minor drawbacks, it is clear that for all methods the AUC approaches 1as L — oco. The
implications of this and other findings can be summarized by stating that given the assumed technical conditions, level-crossings of a
linear Gaussian process can be predicted with the greatest accuracy for extremely high levels or very low measurement noise.

In future work, limiting values for relevant statistics as R and d approach the extremities of their feasible domains will be examined
in more depth. Doing so will help to facilitate a new and broader context for the design of an optimal alarm system related to
important engineering design parameters. Furthermore, control theoretic implications and ramifications of using the Kalman filter in
tandem with optimal alarm theory that naturally follow will be investigated. One such example is the implication of the effect of
stability on predictive capability which was briefly alluded to in the results section. Following this investigation, it will also be possible
to gain further insight into important engineering design considerations for both the analysis and synthesis of algorithms used for
mitigation of potential adverse events from a practical standpoint. Relaxing some of the inherent assumptions made in this article to
the point where non-parametric methods such as Gaussian process regression and particle filtering are accessible may also provide a
natural vehicle for the extension of optimal alarm theory to other machine learning research domains. Finally, extension of this work
to systems containing both multi-variate inputs and outputs is important and has practical appeal to the field of data mining. As
such, scalability and complexity will remain important considerations in current and future work.

APPENDIX A: THEOREMS AND COROLLARIES
Theorem 1. False alarm probability for small value level-crossing prediction using closed-form approximation

fi
‘ P, = 0.5,

P(} Vkj| < Lﬂ/)
j=1

L, L, R “15T )\ A
- /Lo / N(yd;°d7zird - z:f’dz:yd Zi’d) Y-

10
Ad

d i~
P {1 (ML el <13)  Po>05
i

where

Q

La =\ /Vijk® " (o).

Proor. Equations (24), (38), (43) and (44) can be used to prove eqn (58), by using the series of equations shown below. It is clear

from eqn (38) that when using the closed-form approximation, Py, = 0.5.
P(Ax) — P(Cy, A
P?azlim—( ©) = PG A
L—0 1— P(Ck)
. P(CL)—P(CLAY)
_ {mik eyt Py >05
1 P, =0.5
d d d -
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— ) L0 P(HH [yk+jI<L)
1 P, = 0.5.
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Because PY, results in an indeterminate form (%) when P, > 0.5, I'Hopital’s rule must be applied:

d d a
&P (ﬂ \Yk+/\<L> ,U;P<mj:1 |Yk+j\<L,n/.:1 \Yk+j\k\<LAj>

ol d )
<)LdP li=1 vk <L

|imL4>O

S (ﬁj‘-":1 [yk+j| < L) it must be recognized that the form of the multi-variate cumulative probability function shown in eqn
(78) must be employed. Similarly, to find the following:

ad d d
WPCQ Wil < L) 9l < LA[>7

To find 2% P

=1

the multi-variate cumulative probability function shown in egn (79) must be employed.

d 24
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where

a2
Sd(lvj)é ’VT )

j+22d i
suli) = [0

and [-] is the ‘ceiling’ operator that denotes rounding to the next highest integer value. The next sequence of equalities follows from
the standard definition of a multi-variate cumulative probability function as it relates to the multi-variate Gaussian density function
through the fundamental theorem of calculus, with a need to use the chain rule as a consequence of the alternating signs of the

integration limits.
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Similarly,
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where the mean, x;, and covariance, Xy, 2yd2y12T necessary for computation of the integral for p; below were obtained by
using the Schur complement, and x;; is deflned below.
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Use of the Schur complement to obtain the conditional mean and covariance of y,, given yy, is shown below.
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Equation (82) is the result of combining eqns (80) and (81), which can be simplified by replacing the coefficient for pj‘? in the
numerator of the expression shown in eqn (82) as follows:
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The simplification requires using one or more of the following identities (recognizing that all are true by definition):
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The coefficient in the denominator of the expression shown in egn (82) can easily be simplified as follows:
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The overall simplification is therefore as follows:
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The last step of the final simplification is true by definition, and the preceding step requires recognition of the fact that there are
only 29 possible ways that p]‘-) can be expressed, based on the total number of possible permutations of alternating signs of the
integration limits. Thus,

d N
lim Py, = - P(ﬂj:1 \Yk+j\k| < L%) P, > 0.5
0 1 P, = 0.5.
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CoroLLArY 1. False alarm probability for small value level-crossing prediction using closed-form approximation when d = 1

) 201 = Dby D (Py))) P, > 0.5
fim Pra = { 1 Py, = 0.5.

Proor. From Theorem 1, eqn (58) holds

d i~
limPy =4 '~ P(ﬂj:1 Wik < L?\,-) Py > 0.5
L—0 1 P, =0.5

When d = 1, the following simplification can be made:

d
P(ﬂ Vil < Lg,) = P(\Yk+1\k| < L21>
=1

= P(*Lg1 < yk+1|k < ng)

where

Thus,

d |y 0
lim Pry = { 1P bl <L) P> 05

1 P, =05
1= (20(bs @ (Py)) — 1) P, > 0.5
B 1 P, =05
200 - 0(bs@7(Py)))  Po>0.5
B 1 P, = 0.5.

Theorem 2. AUC for small value level-crossing prediction using closed-form approximation when d = 1

1
AUCo = [ P(ph) ot
0

2 2V
=1—Zarctan [ X— ).
n Ze = Vit

© 2012 Blackwell Publishing Ltd.
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Proor.  Using egn (51),

o1
AU = [ Pi(eR) o

1 PO
:/0 zcb(—adbdqr‘ (1 —$)) dPy,.

Now making the following variable substitutions:

q = Acrbs @ (u),
__4q
acfbcf

Thus, u = ®(m). Now, taking derivatives the following relationships can be obtained:

du 1
dar, 2’
du

am $(m),
dm _ 1
dq acfbcf7

dp?, B dP‘f’a du dm
dg du dm dq

_2¢(m)
acfbcf
Thus,
o 1
AUC, = O(— d
- <m%w¢(f)q
=4 dsd
/ / acfbcf ( ) 9
=4P(s+g<0,9>0)
= 4P(sz < 0,9 >0),
where
1 0 1 0
o= [} =)~ (leh o )
1 q 0 0 (acfbcf)
(2b'z~ N(O, 1+ (acfbcf)z).
Let
- l 0 1+ (acfbcf)z b? :|>
Zz = ~ N s cf
L} (h}[ b (acrber)?
Finally,

AUC = 4P(¢{ < 0, > 0)
=4(P(q >0)—P(¢{>0,9>0))
1 1 . acfbcf
=40(0) — 4| -+ —
40(0) — 4| -+ 5, aresin

2
1+ (acfbcf)z

2 . acfbcf
=1 ——arcsin

1 + (acfbcf)z

2 . < c >
=1 ——arcsin
m 1+c2

2
=1——arctan ¢
Y

2 AV,
=1 —Earctan (ﬂ)

Ae = Virajk
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where

VANV

A
¢ = acfbcf = 7 .
¢ = Virk

Theorem 3. False alarm probability for small value level-crossing prediction using redline method

LA
lim Py = 20 ,
L=0 “ (ared \% )hc)

where
N AZTA!
ared - -
Ac
ProOF.
o P(A) — P(Cy, Ax)
P?a o llg(]) 1—P(Ck)
i P(C) — P(Ci AY)
= |m—
L—0 (C;()
PO el < 1) =P il < Ll < )
= lim .
o P(ML sl < L)

Because PY, results in an indeterminate form (g), I'Hopital’s rule must be applied:
5 d d
(O bl <) = P (N bl <Ll < )
im .

— o4
£ PN el < L)

From Theorem 1, egn (80) yields:

(r) 27 d 5 i) H 1( )Sd I,}
i { (o <) = S s BECIE,

=i (2m)f[Zy,

and the following holds:

d
8Ld (ﬂ Wil <L, Iyl < LA) = "mZH I TI1)N (%504, 2y, )p;

j=1 i=1 i=1

d
B 2 d sd i) ( )sd i)
B ZH d pj7
j=1i=1 ( )Z‘ZVd‘Z
where
d
—P<Yk| <La myk+, =L(-1) 5d(’J)>,
L
presnl ——A |,

de—AZ,IA]
and use of the Schur complement to obtain the mean and variance of y, conditioned on y, is shown below.
Elyi | ya] = Elyi] + ATy (%0 — Elya))
= 1y, +AZ, ] (x— ny,)
= A 2 XL,
VClyk | Y4 = Ac — ACEYd1 Al

J. Time Ser. Anal. 2012 © 2012 Blackwell Publishing Ltd. wileyonlinelibrary.com/journal/jtsa




Journal of

Time Series Analysis R. A. MARTIN

Thus, the overall simplification is as follows:

¢ d d
m%P(mjz1 Weisl < L) = PO Wil < Loyl < La)
o ngdP(m,:1 Wil < L)

Z 11_[1 1( ) H?:1(_1)Sd(i,}')pj()
Z 1H: (= )Sd ) H7:1(_1)54(U>

2d
SRER
Jj=1

=1-2"92%
=1— pj(.)
L
=1- |20 —AT —1
/ -1
e — Afzyd A,
Ly
—20(, ),
ared\//b—c
where
CIAT
R ACZyd1 A,
ared - - L, -
¢

Theorem 4. False alarm probability for small value level-crossing prediction using predictive method

Ly
limPp =20 ——— |,
=0 <apred Ve — Vk+dk)

where
—1TAT
a AaZyd A,
Qpred = 11—
2e = Virdik
PROOF.

=M= Py
P(Cl) — P(CL, A,
i = (q() k)
i P(ﬂ,‘; vkl < L) - P(ﬂ,‘; kil <L [Jkran] < LA)
b PN ksl < 1) |

Because P, results in an indeterminate form (8), 'Hopital’s rule must be applied:

o (ﬂ, 1 Wil < L) X (ﬂ, 1 Wil < L [Wkeapl < LA)
m
o PN el <)

From Theorem 1, eqn (80) yields:

l'm 0oL (ﬂ W] < L) =

2 )sd (i)

ﬁ(i sa(if) Hl 1(

= i (2n)[Sy,
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and the following holds:

5 2 d .
lim >3 (ﬂ Wit < L [Yicra| < LA) = lim ZH(*UM(U) [T N (%004, 2y, )p;
0= i i=1
2 d d i
Y11 1)) [, (1) P
d T Pj>
== (2n)?[Zy,

where

= P<|)7k+dk| <la

d
i=1

L
pY 220 A —1,

Ve = Vicak — AaZy) Ag

and use of the Schur complement to obtain the mean and variance of J; 4 conditioned on y, is shown below.
ElVkial¥a) = EVirap] + AaZy | (% — Elyy])
= My, + Aaz;j (. — I'Lyd)
= AGZ;; X
VCk1akl¥a] = Ze = Virak — AaZy Ag

Thus, the overall simplification is as follows:

. (;?L:P(mf:1 Vk+j] < L) ()Ld (ﬂ, 1 Wkl < L Pkl < LA)
& LR el < 1)
Z 1H: (= )Sd g H:— (- )Sd W) P/
S I 0 T )

=1-

2d
=127 4
=1

=1-2792%
:‘]7p]9
L
=1- |20 A -1

Ve = Viear — AaZy) Ag

=20 —La
Apred\/7c — Virdi )’
where
Az, A,

Je = Vitdik

Theorem 5. AUC for small value level-crossing prediction using redline or predictive method

2
AUCy = 1 — —arctan a.
Y

ProoF.

1
AUG, =

A
[ (%)) ot

P4 (Ph) dPE,
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Now making the following variable substitutions:

Thus, P2, = 2d(z). Now, taking derivatives the following relationships can be obtained:

dpr?,
F*Z‘D(Z),
d_1
dg  a’
aFl, o, oz
dg dz dg
_29(2)
—
Thus,
0 q
AUG, = / ®(q) ‘{b(a)dq
-0 q 1 q
:4./_w._oc¢(s)—¢(a)dsdq
=4P(s—g<0,g<0)
=4P(b'z <0, <0),
where
1 s 0 1 0
o= L] == [~ (Lo} o &)
—1 q 0 0 a
(2 b'z~N(0,1+d%).
Let
= [ 0] [1+a* —d?
= o)~ (B T
Finally,

AUCy = 4P(¢ < 0,9 < 0)
=4(P(q<0)—P(¢>0)+P>0,g>0))

11 . —a?
=4| -+ ——arcsin| ————x
4 2n a?(1 + a?)

2 a
=1——arcsin| ——
n (v1+aJ

2
=1 ——arctan a.
T
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