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1.1 Introduction

Data mining is playing an increasingly important role in astronomy re-
search [41][10][2] involving very large sky surveys such as Sloan Digital Sky
Survey SDSS and the 2-Micron All-Sky Survey 2MASS. These sky-surveys are
offering a new way to study and analyze the behavior of the astronomical ob-
jects. The next generation of sky-surveys are poised to take a step further by
incorporating sensors that will stream in large volume of data at a high rate.
For example, the Large Synoptic Survey Telescopes (LSST) will take repeated
images of the night sky every 20 seconds. This will generate 30 terabytes of
calibrated imagery every night that will need to be co-analyzed with other
astronomical data stored at different locations around the world. Event iden-
tification and classification in such data sets may provide useful insights to
unique astronomical phenomenon displaying astrophysically significant varia-
tions: quasars, supernovae, variable stars, and potentially hazardous asteroids.
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Analyzing such datasets is challenging not only because of their large size (sev-
eral petabytes) but also because the data is streamed at high rates.

Unfortunately, most of the traditional data mining algorithms fail to han-
dle large datasets for a variety of reasons e.g. computational, storage etc. There
are two approaches that have been taken: (1) to scale up the algorithms us-
ing approximation or other techniques, or (2) to use multiple machines to
leverage their combined computational power to do the same computation.
Techniques for using multiple machines to solve a single data mining task by
splitting the data falls under the area of parallel data mining. Another tech-
nique which is discussed in this chapter is the area of distributed data mining
(DDM). In this, the data is inherently distributed and the goal is to compute
data mining models without centralizing all the data. This will be needed,
for example, when the LSST data streams need to be co-analyzed with other
datasets stored at different geographical locations. Streaming data makes it
imperative to analyze the data in real time and in situ at these distribute
sites.

In this chapter we discuss techniques for both parallel and distributed data
mining. We discuss algorithms for some of the popular data mining tasks such
as clustering, classification, and regression. The rest of the chapter is organized
as follows. In the next section (Sec. 1.2) we discuss parallel data clustering
and classification algorithms. In Section 1.3 we discuss distributed techniques
for data mining. Following, in the next few sections we discuss algorithms
for distributed data classification and clustering algorithms. We also discuss
another emerging area of DDM which is known as peer-to-peer data mining.
In Section 1.4, we discuss applications of the above techniques in astronomy
data mining. Finally, we conclude the chapter in Section 1.5.

1.2 Parallel algorithms for data mining

In most of today’s applications data is being collected at an alarming rate
due to easier availability and better reliability of data collection sensors. This
is true not only for almost all disciplines of science such as astronomy, physics,
chemistry, and biology but also for human engineered systems such as com-
mercial aircrafts, automobiles, communication devices and virtually anything
to which a data sensor can be attached. Data mining/knowledge discovery
from databases plays a vital role in analyzing these datasets whose sizes of-
ten exceed tens or thousands of petabytes, well beyond the scope of a single
commodity computer to perform the analysis. Either the computational com-
plexity of the algorithm becomes the bottleneck or the data is too huge to fit
in memory. Instead of developing disk-based solutions, which are considerably
slower, it is appealing to develop solutions in which a cluster of computers
can be used for both memory and computational needs. To this end, several
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researchers have proposed algorithms and systems which first splits the data
and then lets each machine in a cluster work on a data split. Finally, the re-
sults from each of these splits are combined to derive the final result of the
global computation. In this section, we provide several examples of data min-
ing algorithms and systems which are specifically designed for such tightly
coupled cluster of machines.

1.2.1 Parallel data clustering algorithms

Data clustering is one of the basic tasks of exploratory data analysis. Clus-
tering of the data not only helps one to understand the characteristics of the
data, but it also often used as a pre-processing step to identify different modes
or regimes of the data so that they can be analyzed separately. Clustering algo-
rithms often suffer from high computational and storage costs. Parallelizing is
thus a natural choice by which large datasets can be clustered in a reasonable
time.

Olson [59] presents several parallel algorithms for agglomerative hierarchi-
cal clustering. The considers two types of distance metrics (1) graph based in
which the distance between two clusters is determined by computing the min-
imum, average or maximum length of the edges between the members of the
cluster, and (2) geometric metrics in which the distance between two clusters
is defined as the centroid, median or minimum variance distance between the
members in the two groups. Both graph based and geometric metric based
hierarchical algorithms can be implemented in O(n2) where n is the number
of points in the dataset [27]. The most expensive operation in a hierarchi-
cal clustering is in finding the closest distance between two clusters for each
iteration. The author proposes several algorithms for speeding up this com-
putation using both concurrent read, concurrent write (CRCW) model and
exclusive read, exclusive write (EREW) model. The idea is, for each processor
to be in charge of one cluster and its associated nearest neighbor distances so
that the task of agglomerating the clusters is distributed across all the pro-
cessors. The author has shown that his algorithms run in linear time for most
of the distance metrics and CRCW architectures. For the EREW model, the
algorithms run in O(n log n) time.

Another popular clustering technique is the k-means algorithm which is a
partitioning based clustering method. In this method, the number of clusters
are known before the algorithm starts. Initially, each data point is assigned
to one cluster (based on some notion of distance to cluster centroids) and
at each successive iteration points may be re-assigned to other clusters and
new cluster centroids are computed. Although the advantage of k-means al-
gorithm over other clustering methods is its linear computational complexity,
still the computational burden is in finding the distance of each point from
each cluster centroid once per iteration. Fortunately, this processed can easily
be parallelized noting that, for each cluster, the distance of all points in that
cluster to the cluster centroids only depends on the points in that cluster and
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all the cluster centroids. Dhillon and Modha [29] present a parallel version of
this algorithm which aims to handle this problem elegantly. In the first step,
the data is distributed across the processors and a random choice of the k
centroids are also broadcast. Then the algorithm proceeds as follows:

• Compute the distance of all points in that partition to all the centroids
since the latter are available to all the processors

• For all points in that partition, find the cluster assignment based on the
minimum distance over all the clusters

• Update the cluster centroids at each processor independently

• Recompute the cluster centroids by requesting the centroids from the
other processors

The above steps are executed till the algorithm converges. The authors have
implemented the algorithm in the Message Passing Interface (MPI) which is a
standardized, portable, and widely available message-passing system designed
by a group of researchers from academia and industry [39]. Several experiments
conducted by the authors show that the algorithm demonstrates linear scale
up (with respect to the number of processors).

In some cases, k-means may produce unsatisfactory results if the data itself
is not grouped into convex regions. An alternative approach, proposed first by
Shi and Malik [62] is to embed the data first into a k-dimensional eigen space
and then perform clustering in that space. This technique is known as spectral
clustering techniques and several algorithms have been proposed to do such
clustering. As shown by Ng et al., spectral clustering often produces more
meaningful results compared to simple distance-based k-means when the data
is for example arranged in an annular shape. For many applications such as
astronomy, this may be interesting since many of the galaxies may be present
in some non-convex and arbitrary shape. Given a dataset S = {x1, . . . ,xn}
where xi ∈ R

d that we want to group into k clusters the steps of spectral
clustering are as follows:

• Compute weighted adjacency matrix W ∈ R
d×d where Wij =

exp(−||xi − xj ||
2/2σ2) if i 6= j and Wij = 0 otherwise

• Define a diagonal matrix D whose (i, i)-th element is the sum of W’s
i-th row and construct the Laplacian matrix as L = D−1/2WD−1/2

• Compute the first k eigenvectors eig1, . . . , eigk of L

• Let E ∈ R
n×k be the matrix in which each column is an eigenvector

• Run k-means algorithm on E taking each input vector as a row of E

• Assign a class label to each of the original n points
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The above algorithm works quite well if the entire data similarity matrix
W fits in memory and the eigenvectors can be computed efficiently. Spectral
clustering becomes too expensive and eventually impossible to compute if the
data is too big. To solve this problem Chen et al. [21] have proposed a parallel
spectral clustering (PSC) algorithm that can run on multiple machines. Their
main idea is to first split the dataset among p processors such that each
processor has n/p data points. To reduce storage complexity at each node,
instead of computing the full dense similarity matrix, the authors propose to
compute the t most similar items (using an efficient max-heap) of all points
in that partition and the rest of the dataset with the assumption that the
rest of the distances are quite small and can safely be ignored. This is then
stored in a sparse format to save space. In the next step, a parallel eigensolver
is used to find the top k eigenvectors of the Laplacian matrix such that the
eigenvectors are stored in a distributed fashion at all the nodes. Finally a
parallel k-means clustering algorithm is used to cluster the eigenvectors into
k groups. Experimental results on image databases of size close to 200,000
shows good performance using only 64 machines. The source code of the PSC
is available at http://code.google.com/p/pspectralclustering/.

1.2.2 Parallel data classification algorithms

Several parallel implementations are also developed for some very popular
data classification algorithms such as support vector machines, decision trees
etc. Chang et al. [19] has developed a parallel support vector machine (PSVM)
algorithm which reduces the memory requirement fromO(n2) to O(np/m) and
the running time from O(n3) to O(np2/m), where n is the number of data
instances, m is the number of machines available and p is the reduced matrix
dimension of the incomplete cholesky factorization of the input data. Ir has
been empirically verified that p can be set to

√
(n) without degrading the

quality. Solution of SVM in the dual domain requires one to solve a convex
Quadratic Programming (QP) problem with linear constraints. This is most
efficient done using the interior point methods. However, the computational
complexity of this is O(n3). PSVM aims to circumvent both the memory
requirement and the computation requirement by first loading the training
data into the m machines in a round robin fashion reducing the memory
requirement from O(n2) to O(nd/m) per machine. In the second step, each
machine computes an incomplete cholesky factorization of the loaded data
matrix and stores only the factorized data, thereby reducing the memory
requirement further to O(np/m), where p/m ≪ n is the column dimension
of the factorized matrix. To reduce the computational overhead, the authors
propose a parallel IPM technique which co-ordinates the solution of the dual
SVM formulation using the interior point method among all the machines.
This parallel IPM reduces the computational cost from O(n3) to O(np2/m).
Experimental results on publicly available datasets show that the algorithm
achieves comparable accuracy to LIBSVM, a state-of-the-art SVM routine.
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The technique also shows linear scale-up when the number of machines is
increased. The software is open sourced and can be downloaded from http:

//code.google.com/p/psvm/.

Decision Trees is another popular classification technique. There have been
several attempts in making them scale to large datasets by parallelizing their
construction over a network of machines. The major drawback of decision
trees is the need to sort the instances in order to figure out where to split
a tree node. The various techniques for parallel tree building can roughly be
divided into three groups [1]: (1) task-parallel, in which the tree nodes are
distributed across the machines and each machine contains a small subset of
all the tree nodes, (2) data parallel, in which the data is split amongst the
machines and each machine is responsible in contributing to the tree based on
only its share, and (3) hybrid, in which data parallelism is exploited towards
the first stages followed by task parallelism towards the end. Parallel deci-
sion tree algorithms circumvent the need for data sorting by pre-sorting, dis-
tributed sorting or approximations. Approximations are carried out through
compact data representations such as histograms, counts etc. [4][61]. In the
meta-learning literature, a decision tree is learned independently at each of
the data partitions [17][11]. A test tuple is classified by taking a majority vote
of all the individual classifiers. While this approach may be very simple to
implement and easy to use, performance degrades if the data partitions are
much different. The core of the decision tree indiction algorithm is the eval-
uation of impurity gains for determining the splitting attribute. Most of the
impurity gain calculations (e.g. gini, information gain, misclassification gain)
can be expressed as sufficient statistics (counts of how many tuples belong to
a particular class for each attribute value) over the datasets. For each level of
the tree, a machine can build histogram counts of the attribute-label values
and these are then broadcast to all the other machines. At the end of this step,
each machine can compute the correct impurity measure for each attribute and
select the splitting node as the one which minimizes this measure. This pro-
cess is then repeated recursively for each level of the tree until some stopping
criterion (such as depth or required fraction of purity in the leaf nodes) are
reached. Based on minor variations of this technique, several parallel decision
tree induction algorithms have been proposed such as [43][4][61].

1.2.3 Parallel data mining systems/implementations

One of the more popular frameworks which lend itself nicely to massively
parallel computations is the Map-Reduce framework proposed by Dean and
Ghemawat [28] of Google Inc. The idea of map-reduce is extremely simple.
A given dataset is first broken into multiple smaller sets. A map function is
invoked for each of these smaller sets independently. The task of the map
function is to take in a pair (#key, #value) in one domain and output a pair
(#key, #value) in another domain. This map function is applied to every
item in the input dataset, thereby converting it to this key-value pair. The
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framework then groups and stores all these intermediate key-value pairs such
that all the values for each key is stored as a group. The reduce function is
then applied in parallel to each group which then collects and outputs a single
value for each group. The following is a schematic description of the map and
reduce functions:

Map(k1, v1) → list(k2, v2)
Reduce(k2, list(v2)) → list(v3)

In the above, a mapper takes in a key-value pair k1, v1 and outputs a list of
key-value pairs (k2, v2) in a different domain. The reducer then takes all the
values having the same key k2 and outputs another list of values v3 which are
in the same domain as the original data.

Example: MapReduce

The canonical example of Mapreduce is in counting the number of
occurrences of each word in a document. For this, the input to each Map
routine is the name of a document and the content of that document. For
each word in the document, the Map outputs a pair (#word,’1’). The
framework then groups same words (which are the keys output from
different mappers) together. Finally, parallel invocation of the reducers
on each group combines the counts of the occurrences of the word for
that group.

There are many open-source MapReduce implementations available today.
Apache Hadoop1 is one such working system implemented in Java.

Once the MapReduce framework is setup, it is fairly easy to implement
advanced data mining algorithms. For data mining algorithms to be amenable
to MapReduce, one must be able to express it in a decomposable form i.e.,
computations can be carried out at each of the partitions independently and
then combined to form the global solution. The word counting example pre-
sented earlier is one example of a decomposable computation in which the
word count is computed at each mapper and then they are easily combined
by the reducers.

As an example, let us see how a multi-variate regression model can be eval-
uated using MapReduce. Consider a data matrix D having m rows (instances)

and d columns (features) such that D = [(x1, y1) , (x2, y2) , . . . , (xm, ym)]
T
,

where xj = [xj.1 . . . xj.(d−1)] ∈ R
d−1 and yj ∈ R. Every local data tuple can

be viewed as an input and output pair. Let the input-output be related lin-
early as follows: ŷj = f(xj) = w0+w1xj.1+w2xj.2+ ...+wd−1xj.(d−1) = wx̃T

j ,
where w = [w0w1 . . . wd−1] and x̃j = [1 xj ]. The task of linear least squares
is to find the optimal values of w by minimizing the squared error between ŷ

1http://hadoop.apache.org/
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and y. First, we rewrite D = [X y], where X = [x̃1, x̃2, . . . , x̃m]
T
is the set

of all inputs and y = [y1, y2, . . . , ym]T is the set of all outputs. Following least
squares technique,

w =
(
XTX

)−1 (
XTy

)
.

Now assume that we need to do the same computation using MapReduce.
Our first task is to split D into p partitions D1,D2, . . . ,Dp such that D =⋃p

i=1 Di. Using the same notations for Xi and yi for each partition, it can be
easily verified that,

XTX =

p∑

i=1

XT
i Xi, XTy =

p∑

i=1

XT
i yi.

Once these two matrices are known, w is give by,

w =

(
p∑

i=1

XT
i Xi

)
−1( p∑

i=1

XT
i yi

)

The above expression suggests that we use two sets of mappers for the dis-
tributed computation, each containing p mappers. The first set will com-
pute the value of

∑p
i=1 X

T
i Xi and the second set will compute the value of∑p

i=1 X
T
i yi. All the outputs of the first mappers will go into a single reducer

which will simply sum the values of XT
i Xi while the output of the second set

will be reduced by a single reducer to compute XT
i yi. The specifications for

the first set of mappers and reduces will be

Map(i,Di) → list(1,XT
i Xi)

Reduce(1, list(XT
i Xi)) =

∑p
i=1 X

T
i Xi

Similarly, for the second set, the input-output of the mappers will be,

Map(i,Di) → list(1,XT
i yi)

Reduce(1, list(XT
i yi)) =

∑p
i=1 X

T
i yi

Another popular and widely accepted framework for parallel/distributed
processing is the Message Passing Interface (MPI) [39]. An MPI program is
loaded onto the main memory of a machine which allows the same program
to be executed on multiple data. In needed, the processes can communicate
with each other and synchronize. MPI is useful for iterative algorithms in
which there is a clear dependence among the data partitions and interprocess
communication is necessary for the algorithm to compute. On the other hand,
MapReduce is good for non-iterative algorithms in which the individual pro-
cesses are independent and communication is only needed while going from the
map phase to the reduce phase. Traditionally it has been observed that par-
allel data mining algorithms benefit from MapReduce while for distributed
data mining algorithms, we need an MPI interface. Most of the algorithms
that we discuss in the next section will necessitate communication among the
processes.
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1.3 Distributed algorithms for data mining

In this section we present a brief overview of the existing work on Dis-
tributed Data Mining or (DDM). DDM, as the name suggests, deals with the
problem of data analysis in environments with distributed data, computing
nodes, and users. In DDM, the data is inherently distributed and it is difficult
to centralize the data due to bandwidth constraints. DDM aims to solve this
problem by developing data analysis algorithms which can work with the data
in situ. For an introduction to the area, interested readers are referred to the
books by Kargupta et al. [46][47], by Ghosh [35] and several surveys [67][68].

Depending on how the data is distributed across the various sites, a natural
way to categorize the DDM algorithms is as follows:

• Horizontally partitioned — in which all the features are present at all
the sites, but the samples/data tuples are distributed across the sites.

• Vertically partitioned — in which the features are distributed across all
the sites (may be overlapping or disjoint).

DDM algorithms have been proposed for many popular data analysis tasks.
In the next two subsections, we present a brief sampling from each major
category: distributed clustering and classification.

1.3.1 Distributed classification

Ensemble based classifier learning is well suited to distributed data mining
framework. In ensemble techniques such as bagging [14], boosting [34] and ran-
dom forests [15] several weak classifiers are induced from different partitions of
the data and then they are combined using voting techniques or otherwise to
produce the output. These techniques can be adopted for distributed learning
by inducing a weak classifier from each distributed data site and then com-
bining them at a central location. In the literature this is popularly known
as the meta-learning framework [17][18]. Several strategies for combining the
classifiers have been proposed such as voting, arbitration and combiner. The
meta learning framework for homogenous dataset is implemented as part of
the JAM system [63].

The problem of learning from heterogeneously partitioned data has been
addressed by several researchers. Park and his colleagues [60] have developed
algorithms for learning from heterogenous datasets using an evolutionary tech-
nique. Their work first builds local classifiers and then identifies a selection of
tuples that none of these local classifiers can correctly classify. These tuples
are centralized and a new classifier is build on this tuples. The classification of
a new tuple is based on either a collection of local classifiers or the centralized
one.
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Caragea et al. [16] presented a decision tree induction algorithm for both
distributed homogenous and heterogenous environments. Noting that the crux
of any decision tree algorithm is the use of an effective splitting criteria, the
authors propose a method by which this criteria can be evaluated in a dis-
tributed fashion. More specifically the paper shows that by only centralizing
summary statistics from each site e.g., counts of instances that satisfy specific
constraints on the values of the attributes to one location, there can be huge
savings in terms of communication when compared to brute force centraliza-
tion. Moreover, the distributed decision tree induced is the same compared to
a centralized scenario. Their system is available as part of the INDUS system.

A different approach is taken by Giannella et al. [37] for distributed clas-
sifier learning. They used Gini information gain as the impurity measure and
showed that Gini between two attributes can be formulated as a dot product
between two binary vectors. To cut down the communication complexity, the
authors evaluated the dot product after projecting the vectors in a random
subspace. Instead of sending either the raw data or the large binary vec-
tors, the distributed sites communicate only these projected low-dimensional
vectors. The paper shows that using only 20% of the communication cost
necessary to centralize the data, they can build trees which are at least 80%
accurate compared to the trees produced by centralization.

The collective data mining framework (CDM) by Kargupta et al. [45] pro-
poses algorithms for data mining from heterogenous data sites using orthogo-
nal basis functions. The basic idea is to represent the model to be built using
an orthonormal basis set such as fourier coefficients. These coefficients are
then evaluated at each local site and they are transferred to a central loca-
tion. Coefficients involving cross terms between the sites are evaluated at the
central site after centralizing a sample of the data. Several data mining algo-
rithms have been proposed using this technique. Bayes net from distributed
heterogenous data [20], decision trees [49], distributed multivariate regression
[40], distributed principle component (PCA) and data clustering [48] are some
of the algorithms developed using the CDM framework.

1.3.2 Distributed clustering

Several techniques have been proposed in the literature for distributed
clustering of data.

Kargupta et al. [48] have developed a principle component analysis (PCA)
based clustering technique on the CDM framework for heterogeneously dis-
tributed data. Each local site performs PCA, projects the local data along the
principle components, and applies a known clustering algorithm. The commu-
nication complexity of such a technique is much smaller than centralizing all
the data.

Klusch et al. [51] considered the problem of distributed clustering over ho-
mogenously distributed data using kernel-density. They use a local definition
of density based cluster and points which have same density (according to
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some kernel function) are put in the same cluster. They build local clusters of
the data and transmit these to a central site. The central site then combines
these clusters.

k-means clustering of data is a popular data mining technique. Distributed
versions of k-means clustering algorithms have been proposed by various re-
searchers till date. Eisenhardt et al. [31] proposed a distributed method for
document clustering using k-means. Their technique is enhanced with a “probe
and echo” mechanism for updating cluster centroids. The algorithm is syn-
chronized and each round corresponds to a k-means iteration. There is one
designated initiator node. It launches a probe message to all its neighbors and
sends its local centroids and weights. Whenever a node Pj receives a probe
message from its neighbor Pi, it first updates its current centroids with the
ones received from Pi and then forwards the probe to all its neighbors (ex-
cept Pi). When a site has received a probe or each from everyone, it forwards
the message to the one from which it first received the probe. This process
continues until a termination criteria stops the iterations. Based on this tech-
nique, several extensions have been proposed. Banyopadhyay et al. [3] have
proposed an algorithm for k-means clustering based on sampling technique.
To relax the synchronization assumptions, Datta et al. [26] later proposed an
asynchronous version of k-means algorithm when the data is distributed in
the form of a large peer-to-peer network.

Johnson and Kargupta [44] have proposed a hierarchical clustering al-
gorithm on heterogeneously distributed data. The idea is to generate local
dendograms and then combine them at a central site. Lazarevic et al. [54]
considers the problem of combining spatial clusterings to produce a global
regression-based classifier on a homogenously distributed data.

Several other techniques for distributed heterogenous data clustering have
been proposed using ensemble approach such as [64] and [33].

1.3.3 Data mining in peer-to-peer environments

An emerging area of data mining is in the area of peer-to-peer networks.
In this model, the data is distributed over a large number of partitions with
the partitions being connected in an adhoc fashion, much like a peer-to-peer
network. The goal is to build data mining models in such environments. One
of the primary differences between traditional distributed data mining and
peer-to-peer is the huge number of sites and the need for asynchronous com-
putation. Datta et al. [25] present an overview of this topic.

In the next few sections we present an overview of the different types of
P2P data mining algorithms.

1.3.3.1 Approximate algorithms

Approximate algorithms, as the name suggests, computes the approximate
data mining results.
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The first type are the sampling-based algorithms in which peers samples
data using some variations of graph random walk from their own partition
and that of several neighbors’ and then build a model assuming that this data
is representative of that of the entire set of peers. Examples for these algo-
rithms include the P2P k-Means algorithm by Bandyopadhyay et al. [3], the
naive Bayes algorithm by Kowalczyk et al. [52], and more. Bandyopadhyay
et al. [3] talk about a distributed k-Means algorithm designed for a horizon-
tally partitioned scenario, such that only the centroids of the local sites need
to be communicated. The paper presents a theoretical proof of quality and
convergence (in some restricted cases e.g. when the data is sampled uniformly
from the network). Datta et al. [26] later enhanced this algorithm to work in
an asynchronous environment. More recently, Das et al. have developed an
algorithm [24] for identifying significant inner product entries in a P2P net-
work in a horizontally partitioned data distribution scenario. The proposed
algorithm uses a variant of Metropolis-Hastings random walk to draw ran-
dom samples from the network and using the results from the ordinal decision
theory bounds the quality of the result and the communication complexity.

Another type are the gossip-based algorithms first introduced by Kempe
et al. [50], in which they showed that each peer, by contacting a small number
of nodes chosen at random, can get the result of the computation exponen-
tially fast. Boyd et al. [12] enhanced the protocol for general graphs. The most
important quality of gossip-based algorithms is that they provide probabilis-
tic guarantees for the accuracy of the result. However, the first gossip-based
algorithms required that the algorithm be executed from scratch if the data
changes in order to maintain those guarantees. This problem was later ad-
dressed by Mehyar et al. [58], and by Jelasity et al. [42]. Mehyar et al. [58]
propose a graph Laplacian-based approach to compute the average of a set of
points in a P2P network. Each peer has a number say xi and an estimate of
the global average zi. The paper shows that the rate at which zi →

1
n

∑n
i=1 xi

is exponential, thereby achieving fast convergence.

1.3.3.2 Exact Algorithms

Exact algorithms form an exciting paradigm of computation whereby the
result generated by the distributed algorithms is exactly the same if all the
peers were given all the data. Thus, contrary to approximate techniques, these
algorithms produce the correct result everytime they are executed.

Exact algorithms for P2P data mining include the majority voting and
association rule mining protocol developed by Wolff and Schuster [66]. This
algorithm and the ones discussed in this section guarantee eventual correctness
— when the computation terminates, each node computes the correct result
compared to a centralized setting. In the simplest form, majority rule protocol
deals with the following computation: suppose each node has two real numbers
xi and yi, and the goal is to find out if

∑n
i=1 xi ≥

∑n
i=1 yi, where there

are n peers in the network. This protocol is eventually correct, fault-tolerant
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and robust to data and network changes. They are efficient and require far
less resources compared to broadcast. Based on its variants, researchers have
further proposed more complicated algorithms such as facility location [53],
outlier detection [13], and meta-classification [56].

Based on the above protocol, Bhaduri et al. [8] have proposed a decision
tree learning algorithm which can build the same tree on all the peers in an
asynchronous fashion. First, the authors show that comparison of two features
can be accomplished by concurrently running 4 majority votes. The next step
is to choose top 1 out of k attributes and this can be easily accomplished
by running the previous comparison per attribute pair. Finally, the tree can
be built asynchronously by performing this 1 out of k comparison for each
level of the tree. More recently, Bhaduri and Kargupta [6] have proposed an
exact algorithm for multivariate regression in P2P networks. The idea is to
use a two-step approach. A local algorithm is used to track the fitness of the
current regression model and the data. If the data has changed such that
the model no longer fits the data, a feedback loop is used and the model is
rebuilt. Experimental results show the accuracy and low monitoring cost of
the proposed technique. This has been refined in a more recent publication [5]
in which the authors showed how coefficient of variation (R2) can be used to
find the goodness of fit in a distributed setting. Both soft clustering using EM
[7] and its deterministic version [65] have been proposed for large distributed
networks.

While most of the work in local algorithms focus on developing algorithms
which compute models based on all the peers’ data, Ping et al. [56] have
proposed a different method. In that work, a meta classification algorithm
is described in which every peer computes a weak classifier on its own data.
Then, weak classifiers are merged into a meta classifier by computing — per
new sample — the majority of the outcomes of the weak classifiers. The com-
putation of weak classifiers requires no communication overhead at all, and
the majority is computed using the majority voting protocol.

1.4 Applications to astronomy

There are several attempts in analyzing astronomy and large data collec-
tions using data mining [32][22]. However, none of them uses distributed data
mining for extracting the information from datasets. Borne [9] and McConnell
and Skillicorn [57] were the first to talk about the idea of using distributed
data mining for mining astronomy datasets. One of the first large-scale at-
tempts in incorporating grid data mining into astronomy data is the US NSF
funded GRIST project [38]. The aim of this project is to maintain large dis-
tributed archive of images and use grid computation strategies to mine for
such massive repositories.
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US National Virtual Observatory (NVO) is a large-scale effort by the NSF
to develop an information infrastructure by which users can access distributed
astronomy data archives. It contains services for querying, storing, analyzing
and visualizing these astronomy catalogs. New data analysis modules can be
added to the infrastructure. The DEMAC architecture described by Giannella
et al. [36] and Dutta et al. [30] fits well with the NVO as a new service.
Their framework sits as a layer on top of the data layer and the users can
access it through the functions of the NVO. This layer will run a distributed
data mining algorithm in the background using multiple data sources and
the users will only be able to download the learned model instead of the
raw data. There are two algorithms which are discussed in the papers. Both
work under the assumption that the data at each site contains a subset of
the variables (vertically partitioned) and the tuples have been cross-matched.
The first algorithms is a distributed PCA algorithm for identifying the galactic
fundamental plane and the second is the outlier detection algorithm based on
the estimated covariance. Both these algorithms rely on random projections
to project the local data in a low dimensional sub space which is then shared
amongst the sites. These are then used to re-construct the covariance matrix.
It can be shown that, on average, the covariance matrix is well approximated
using random projection. Once the covariance matrix is known at each site,
PCA calculation simply boils down to performing eigen analysis of this matrix
which does not take any communication at all. Computing the outliers from
this dataset based on PCA requires one to project the dataset in the residual
subspace spanned by the few most insignificant eigenvectors. Since the entire
dataset is not available at one location, computing the top outliers needs
distributed processing. It has been shown in [30], that this top-k computation
can be reduced to a series of max computations for which the authors have
proposed a distributed algorithm.

While the above algorithm works well in the static scenario, a challenging
task is to develop distributed algorithms which can ingest high-throughput
data streams such as the next generation LSST pipeline data [55]. The latter
would produce repeated images of the sky and the goal is to determine changes
in such images in real-time. The detection algorithm needs to take into ac-
count not only the LSST pipeline data, but also other astronomy datasets
distributed geographically. Das et al. [23] presents an algorithm which can
identify changes in the fundamental plane by tracking the principal compo-
nents of the covariance matrix. In their approach, they assume that the data
is distributed among a large number of sites horizontally and the sites are
connected in an adhoc fashion. Each of these sites gets a stream of tuples and
the goal is to detect any changes in the eigenspace of the global covariance
matrix. The proposed algorithm takes a two step approach. First, given an
estimate of the principal eigenvector and eigenvalue (henceforth called the
model), the algorithm each site asynchronously checks if the data fits the
model. This checking is done using a data-dependent set of rules which guar-
antee that if the model fits the global data, no communication is wasted and
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the algorithm converges. Only when the data does not fit the model at any
site, they send messages which result in a globally correct termination con-
dition. In the second phase, one the sites jointly discover that the model is
outdated, it is rebuilt using network sampling. The eventual correctness and
superb scalability of this algorithm makes it an idea candidate for analyzing
the data generated by the high throughput data streams such as LSST.

1.5 Conclusion

Parallel and distributed data mining will play an important role in anal-
ysis od modern astronomy datasets which are often too large and/or dis-
tributed at different geographical locations. In this chapter we have discussed
several strategies for scaling up data mining algorithms for handling large
datasets using parallel techniques. These techniques leverage the computation
and storage power of many computers such as computing clusters. We have
also discussed how distributed data mining algorithms can be deployed if the
data is inherently located at different geographic locations. We feel that we
have barely scratched the surface of this exciting area. We hope interested
readers will explore this area based on the references given. It offers plenty of
room for development for both novel algorithm development and astronomical
discoveries.
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