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Deep neural networks are powerful tools for machine perception. Unfortunately their
decisions are difficult to explain due to the complexity and size of the networks. Previously we
have alleviated this issue by using the representational portion of a deep neural network and
combining it with a :-nearest neighbor (KNN) classifier. Through inspection of the decisions
made by the KNN, we can directly see the training data responsible for the decisions, allowing
us to determine the quality of the overall decision and the quality of the representational
layer of the deep NN. While the technique worked well, it requires tens of thousands of latent
vectors to be stored for classification. In addition, it lacks the ability to show how parts of an
image influence the classification decision. Here we address these issues by 1) Using a radial
basis function network (RBFN) in place of the KNN allowing far fewer images to be used
in deployment and 2) Using an autoencoder network for explainability. In addition to these
techniques, we examine the effects of transfer learning to determine that results are robust. All
results are tested on a domain where an unmanned aerial vehicle (UAV) navigates a forest trail
through a single camera.

I. Introduction
While tremendous progress has been made in autonomy in urban environments, many domains require the use of

autonomy in non-urban environments such as navigating through forest trails. These environments differ considerably
from urban environments not only in their physical form, but also in how much data, mapping, and infrastructure is
available. In this paper we focus on navigating non-urban environments through the processing of images generated
from an on-board camera and classified through a convolutional deep neural network. Convolutional neural networks
perform well at image classification. However, their decision logic is opaque for humans. Moreover, they rely on
training a large number of free parameters which, while contributing to impressively high performance on a particular
dataset, may not necessarily transfer to data used in real world deployments. Finally, such neural networks are hard to
verify through formal verification as it is hard to even formulate their requirements. These issues make trust in deep
neural networks problematic, as: 1) They are difficult to verify, 2) They are hard to understand, and 3) It is hard to know
that good performance achieved in training, testing, and validation will transfer into real-world deployment.

Our work focuses on addressing these issues by 1) Increasing the understanding of deep neural networks through
explanations [1, 2], and 2) Evaluating robustness of performance results through transfer learning. The idea behind
explainability is that machine learning models return not only a prediction, but also some accompanying explanation
that justifies its prediction to a human. Based on the explanation, the human can decide whether to trust the model
prediction. With explainability, we can determine if an algorithm is behaving reasonably on a particular dataset, but we
would still like to have some measure of its expected robustness for new datasets. To do this, we introduce new datasets
that are similar enough to the original dataset that we would expect similar performance if the classifier is robust, but
different enough that the new dataset could represent a realistic transfer learning experience in a real world deployment.

Several approaches have been proposed in the literature for explaining deep neural networks, including visualizations
[3], attributions [4], and class activation maps [5, 6]. The methods tend to work better for object localization, rather
than more abstract tasks such as image-based navigation. In previous work [7], we developed a hybrid classification
approach which: 1) Intercepts the outputs of an intermediate layer in a convolutional neural network, 2) Uses these
intermediate vectors to compare images for classification and explanation. Intermediate vectors are known to form
semantically relevant representations of the data and distances in the representation can be used for similarity [8].
More specifically, rather than making predictions by propagating through all layers of the neural network, we use the

∗Research Scientist, Robust Software Engineering Group, adrian.k.agogino@nasa.gov
†Research Scientist, Robust Software Engineering Group, AIAA Senior Member, ritchie.lee@nasa.gov
‡Research Computer Scientist, Robust Software Engineering Group, dimitra.giannakopoulou@nasa.gov



intermediate representation to feed a :-nearest neighbor classifier based on the training dataset. Typically tens of
thousands of intermediate representations are stored for the :-nearest neighbor classifier.

In this paper, we replace the :-nearest neighbor classifier with a radial basis function network (RBFN). This
classifier differs in that instead of storing an entire training dataset, it uses a much smaller set of “basis” images that
are representatative of the dataset. It then compares an image to be classified with a weighted distance to all the basis
images. This technique allows for a far smaller number of images to be stored, which has two advantages: 1) Less
storage is needed for the basis images as compared to nearest neighbor, which is especially critical when deployed on a
small UAV, and 2) The small number of basis images allows for hand inspection of all images to determine their quality.

Although explanations in terms of images are intuitive for humans, it is hard to conceptualize what aspects of
the images make them more or less similar to each other. To address this issue we explore an alternative approach
to explainability, where disentangled representations are generated using a variational autoencoder network. This
technique attempts to map individual values of the intermediate vector used by the classifier, to properties of the image
such as texture and lighting. Our experiments are performed on a UAV forest trail navigation scenario described in [7].
In the scenario, the UAV determines its heading relative to the trail by classifying images from a front-facing camera
as being left, right or center, relative to the trail. Based on these classifications, the UAV tries to follow the trail by
correcting its heading if it is too far to the left or to the right of the trail.

The remainder of this paper is organized as follows. Section II reviews related work on explainability for machine
learning. Section III describes the forest trail navigation scenario that our approach targets. We motivate and present
our idea of hybrid classifiers in Section IV. Section V discusses results when the classifiers trained in one environment
are tested on different environments. The new variations for hybrid classification and explanations that we explore are
presented next: the RBFN in Section VI, and disentangled representations in Section VII. Finally, Section VIII closes
the paper with observations and conclusions.

II. Related Work
Explainability in machine learning is an active area of research [2]. A variety of approaches have been proposed. A

general approach, applicable to black box classifiers, is to learn an interpretable model that approximates the input-output
behavior of the black box model. The interpretable model is then used to interface with the human. Rule-based models,
such as decision trees [9], grammar-based decision trees (GBDTs) [10], decision sets [11], Bayesian rule lists [12], are
inherently interpretable and can be used in this way. Another approach, called locally interpretable model-agnostic
explanations (LIME) [13], learns a locally valid linear classifier centered about an individual data point. Explainability
has also been explored for planning and control, where sequences of states and actions need to be considered [14].

Deep neural network-based methods can make use of the available gradient information in the network. Attribution
methods, such as integrated gradients [4] and layer-wise relevance propagation (LRP) [15], produce saliency maps that
highlight the input dimensions that contributed most to the prediction. However, because saliency is computed per input
dimension and spatial correlations are not captured, the resulting saliency maps can be very discontinuous, especially
with high-dimensional inputs such as images. Saliency methods can also be unreliable as they are not invariant to
simple transformations of the data [16]. Class activation map (CAM) [5] and gradient-weighted class activation
map (Grad-CAM) [6] use the spatial information from the convolutional layers of convolutional neural networks to
produce more locally smooth heatmaps highlighting the most relevant parts of the input space. These methods have
been shown to work well for object recognition tasks, where they can approximately localize the objects within an image.
However, it is unclear how helpful they can be for more abstract tasks where there may not be a single object to be
identified, as is the case in our forest trail application.

Visualization is another approach to understanding deep neural networks, which has been heavily investigated for
image data. Neuron activation maximization [17] finds the image that maximally activates a particular neuron in the
network, and activation atlases [3] produce two-dimensional visualizations of the representation space of the hidden
layers. Representation learning models, such as V-variational autoencoder (V-VAE) [18] and information maximizing
generative adversarial network (InfoGAN) [19], learn generative models with disentangled neurons that can generate
novel examples where key characteristics of the image can be controlled through specific neurons.

Scene understanding considers images that can contain many objects and where objects need not necessarily occupy
a large portion of the image. These approaches don’t directly produce explanations, but can give other information to
aid the user. For example, fast region-based convolutional neural network (R-CNN) [20] and mask R-CNN [21] return
the predicted class and a bounding box that localizes the identified object; scene graphs extract explicit relationships
between identified objects [22]; and instance segmentation [23] provides pixel-level segmentation of the image providing
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precise outlines of objects. These methods generally require additional detailed annotations of the images.
Our work takes a different approach to explainability where, for a test image, we provide the most similar examples

from the training set. To compute similarity between images, we use the representational layer of a deep neural network.
The similarities can then be used for classification in a :-nearest neighbor or radial basis function network classifier.
Neural networks and :-nearest neighbor classifiers have been explored in previous work [24–26], most notably the
work of Papernot and McDaniel on deep :-nearest neighbors [24]. In deep :-nearest neighbors, nearest neighbors are
computed at all intermediate layers and the final prediction is generated via a hypothesis testing procedure. Our work
takes a considerably simpler approach feeding the representation from the penultimate layer into the either the :-nearest
neighbor or the radial basis function classifier. This simpler approach is arguably more intuitive due to the simpler
decision-making process. But more importantly, explanations make the prediction process completely transparent to the
user, since predictions and explanations are derived through the same underlying process.

III. Forest Trail UAV Navigation Scenario
Search and rescue is an important domain that is often outside of urban environments. A victim could be lost or

injured in a large search space that can benefit from a UAV quickly searching many different areas. While there are
many facets to search and rescue, in this paper we tackle the subdomain of a UAV navigation scenario, where the UAV
follows a navigable trail in a forest environment based on image input. The scenario follows that described in [27] and
our experiments are based on the image datasets shared publicly by the authors [28]. The scenario involves a UAV
navigating a forest trail based on images from a monocular camera mounted at the front of the UAV. At each time step,
the convolutional neural network uses the image input to predict the UAV’s current heading relative to the general
direction of the forest trail. The output of the neural network is a discrete class label: left, center, or right. If the output
is center, for example, then the UAV is aligned with the forest trail and should move straight ahead to follow the forest
trail. If the output is left, then the UAV’s heading is pointed left of the forest trail, and the UAV should first turn right to
align itself with the forest trail. In other words, the neural network classifier does not attempt to explicitly identify the
trail or objects in the image, but rather directly predicts (the negative of) the control action to take.

To train the convolutional neural network we used two different datasets. In the first one, image data was collected
by hiking forest trails with head-mounted cameras [27]. Three cameras were used, one mounted facing forward and
two mounted pointed off-center to the left and right. While hiking, the hiker tried to keep the forward camera aligned
with the trail even as the trail curved. The data consists of three sequences of images, one from each camera and
collected at 10 Hertz. The camera from which the image originates—left, center, or right—acts as the class label for
the neural network training. Our experiments use datasets 001 and 002 from [27], which have the best image quality.
The combined dataset contains 25,868 images in total. To examine the effects of transfer learning, we created a new
dataset using a single 360 degree camera. In this camera, a hiker takes a 360 degree video of a hiking trail. This video
is post-processed to determine trail location with respect to the camera. Then three images are extracted from the 360
degree image frame corresponding to left, right and center. This second dataset contains a total of 40,536 images. In
our experiments, all images are resized to 101 by 101 pixels to speed up training. Each image is labeled 0 for left, 1 for
center, and 2 for right.

IV. Machine Learning Designed for Explainability

A. Background
A dataset � is a sequence of = input-label pairs [(G1, H1), (G2, H2), ..., (G=, H=)], where G8 ∈ R3 , H8 ∈ L, and L is the

set of possible discrete class labels. For convenience, we define - to denote the sequence of inputs [G1, G2, ..., G=] and. to
denote the sequence of labels [H1, H2, ..., H=]. Function operators on single inputs are extended with broadcast semantics
such that they operate element-wise when presented with multiple inputs, e.g., 5 (-) , [ 5 (G1), 5 (G2), ..., 5 (G=)].

A (feedforward) deep neural network 5 maps an input G to an output H via a sequence of ! computational
transformations, called layers [29]. The data is transformed into increasingly more abstract representations of the data
as it passes through the layers of the network. The input of a layer indexed by ℓ (where ℓ ∈ 0..! − 1) is the output of the
previous layer at ℓ − 1. A layer consists of smaller computation units, called neurons, that compute one dimension of
the layer’s output. The non-linear transformations at each layer 5ℓ are parameterized by weights Fℓ , which are learned
during the training process using backpropagation and stochastic gradient descent. A common non-linear function, or
activation function, is the rectified linear unit (ReLU), which computes <0G(0, D) for a scalar input D [29]. The final
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output layer of a classification network typically consists of a dense fully-connected layer with a softmax activation
function given by

f9 (D) =
4D 9∑<
?=1 4

D?

where 9 is the neuron index and D ∈ R<. The softmax function produces the predicted probabilities of each class as
the final output of the neural network. A loss function based on the cross-entropy between predicted probabilities and
ground truth is used to generate the error signal for training. Overall, given an input G, the neural network performs the
following computation to predict a class H:

H = 5 (G) = 5!−1 ( 5!−2 (... 50 (G)))

where the weights at each layer are not denoted for brevity.
A convolutional neural network is a deep neural network with convolutional layers, which have been shown to

perform very well on image processing tasks [29, 30]. Convolutional layers learn translation-invariant filters over its
input via a weight sharing architecture. It is common for convolutional neural networks to alternate convolutional layers
with maxpooling layers, which output the value of the maximum element from a multidimensional input. For a detailed
presentation of convolutional neural networks, we refer to the reader to [29]. The exact mathematical details of these
operators are not required to understand the discussion in this paper.

Even though convolutional neural networks can have very high performance in classifying images, it is practically
impossible for humans to understand them. For this reason, in our previous work, we proposed a modification towards
explainability. Our proposed framework uses a trained convolutional neural network for its representation layer, but
substitutes the classification with an algorithm that is easier to explain to humans. In our previous work, we used the
:-nearest neighbor classifier [7].

The :-nearest neighbor classifier is a non-parametric classifier that votes on the predicted label using the labels of the
: closest examples in the training set [31, 32]. More precisely, let d be a distance function such that d : R3 × R3 ↦→ R.
Then, for a test point G ∈ R3 , the :-nearest neighbor classifier first finds the : nearest neighbors that minimize d(G, G8)
for G8 ∈ - , and then returns the mode of the labels of the : nearest neighbors. Ties are broken by selecting the label
of the closest neighbor amongst the ties. “Training” a :-nearest neighbor model with dataset � consists primarily of
storing � in a convenient data structure to enable fast distance searches at prediction time. For the distance function d,
we use cosine distance d2>B given by

d2>B (D, E) = 1 − D · E
| |D | |2 | |E | |2

where D ∈ R3 , E ∈ R3 , and | | · | |2 is the Euclidean norm. Cosine distance is often used for comparing neural network
representations [8].

Our work applies on-the-fly data augmentation to train neural networks, in order to help generalization of the trained
model. Specifically, we apply a set of small random transforms to the image prior to presenting the image for training:
rotation, up to ±18◦; shear, up to ±20%; and zoom, up to ±20%. The network is trained using the ADAM optimizer
[33]. For nearest neighbors, we use the balltree algorithm from the scikit-learn library [34].

B. Approaches to Explainability and Trust
This paper explores three ways of improving our previous results: 1) We introduce a transfer learning dataset;

the new non-urban environment is qualitatively similar to the previous dataset, but different enough to estimate the
robustness of the neural network classifier during deployment; 2) We augment our previous hybrid network that used a
KNN-classifier with an RBFN classifier that uses a reduced number of images for classification, allowing for reduced
storage and inspection of the image set; and 3) We explore disentangled representations as a way of giving meaning to
individual elements of the representational vector.

Previously we used a hybrid network with a :-nearest neighbor classifier to explain decisions in a forest trail scenario
[7]. The results showed that this technique was effective in determining the relationship between a test image and
the images in the dataset influencing the neural networks decisions. The approach also allowed us to easily see some
problems with the dataset. While effective, the main downside to the KNN approach is that: 1) To perform classification
all the intermediate representation vectors from the training set are needed, and 2) For explainability, all of the original
images of the training set must be available. This large set of images poses two problems 1) A small vehicle such as a
UAV may not have enough capacity to store the intermediate vectors needed for classification, and 2) It is difficult to
manually inspect the large number of images used to ensure that there are no obvious problems with the dataset.
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Fig. 1 Hybrid deep neural network using :-nearest neighbor or RBFN classification model.

To address these issues, we explore the use of an RBFN that uses 100 images for classification, instead of the tens of
thousands used in the KNN. This smaller set of images is easier to store and can be hand inspected to make sure all the
images are good training data. For the RBFN we use a similar hybrid classification model as in [7]. Similar to a KNN,
an RBFN could be used directly on the image data. However, performance of an RFBN on raw image data would be
poor due to the large dimensionality of the data and lack of invariants.

Deep neural networks are naturally very effective at mapping high-dimensional inputs to lower-dimensional and
more semantically meaningful representations. These representations are found as the outputs of the intermediate layers,
where deeper layers tend to represent higher level and more abstract features [17]. Consequently, similarly to the KNN
classifier, the RBFN one uses the neural network representations at the penultimate layer as input.

The architecture of the hybrid classifier that we propose is illustrated in Figure 1. To construct the hybrid classifier,
we first train a convolutional neural network classifier 5 that maps an input image G to a class label H, such that H = 5 (G).
We learn the weights of the neural network using the training set �CA08= and standard backpropagation training methods,
such as ADAM [33]. Now, we remove the final output (dense and softmax) layer and consider the representation at
the penultimate layer. We denote the new neural network 5̂ , which maps an input image G to a representation I, such
that I = 5̂ (G). The representations of the training set /CA08= = 5̂ (-CA08=) and their corresponding ground truth labels
.CA08= are used to train either a :-nearest neighbor classifier or a radial basis function network. For :-nearest neighbor,
training simply involves saving the intermediate representations and their corresponding labels to an appropriate data
structure. For RBFN, training involves choosing and storing a sampling of representations and then updating basis
weights using the full dataset. To perform inference for an unseen image GC4BC , we first compute its neural network
representation. Then we classify it using either the KNN or the RBFN classifier.

V. Transfer Learning
Transfer learning and generalization are two important properties in ascertaining the trust-worthiness of a machine

learning system. While generalization involves how well the system performs on data coming from the same statistical
distribution as the training data, transfer learning involves how well the system performs on data that is slightly different
in nature than the training set. Often, transfer learning involves pushing the boundary on how different the testing data
can be from the training data while still having the system perform well. Our approach is a bit different as we are
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concerned with how trustworthy a system is when the test data is slightly different from the training data as inevitably
happens in deployed systems. While it is desirable to have training data as close as possible to the actual data coming in
from deployment, systems are typically deployed under different conditions and locations from where they were tested.

To analyze the effects of transfer learning we utilized five datasets:
• Dataset 1: Swiss Trail datasets 1-5
• Dataset 2: Small Bay Area trail dataset for training
• Dataset 3: Large Bay Area trail dataset for training
• Dataset 4: Large Bay Area trail dataset for testing
• Dataset 5: Bay Area trail data polluted with people in images
The first dataset comes from the Swiss trail data (see Section III). The other datasets come from the 360-degree

videos taken on trails in the San Francisco Bay Area. Datasets 3 and 4 come from the same area, but different trails.
Dataset 2 is a subset of Dataset 3, but is somewhat unrepresentative of the full dataset in terms of the texture of the
vegetation. These datasets are chosen to examine a wide range of transfer conditions. As compared to the primary
testing set (Dataset 4), Dataset 3 is the closest, followed by Dataset 2, with Dataset 1 being the furthest. In addition,
Dataset 5 represents a problematic dataset.

As a baseline, we use a hybrid classifier with a representational layer and KNN trained on Dataset 3. The resulting
classifier is tested on Dataset 4, and has a performance of 83%. This performance is slightly lower than our previous
results without transfer learning, but still pretty decent since the testing data comes from a different trail than the training
data. In our first experiment, we use a representational layer and KNN trained on the Swiss Trail data (Dataset 1) but
tested on Bay Area data with Dataset 4. The resulting classification rate is 54%, showing that the classifier has difficulty
transferring from the Swiss Trail data to the Bay Area data. We then perform a similar test with a representational layer
and KNN trained on Dataset 2, and tested on Dataset 4. The resulting classifier has a classification rate of 69%, which is
still relatively poor.

Our next experiment uses Dataset 5, which is polluted with images of the people taking the video. We build a
classifier with a representational layer and KNN trained on Dataset 5, with some data withheld in order to also test the
classifier on Dataset 5. When tested on the withheld data from Dataset 5, the classifier achieves a performance of 99.9%.
This nearly perfect performance can be attributed to the classifier identifying which frame has a person in it, rather than
doing the much harder problem of determining orientation by analysing the trail. However, when this classifier is tested
on Dataset 4, it achieves significantly lower performance of 76%. This suggests that transfer learning can detect when a
classifier has poor generalization.

VI. Explaining Predictions with RBFN Hybrid Classifier
As mentioned previously, we explore the RBFN classifier as a way of reducing storage of example images as well as

allowing full inspection of the image set used for classification. Similarly to KNNs, RBFNs use distance functions to
images to determine a test example’s class. However, instead of using every image in a training set, RBFNs use a much
smaller number of representational images as “bases” to perform classification (these bases do not even have to be
actual images, though in this paper they always are). Also, unlike KNN, each basis image has a weight corresponding to
how strongly that basis corresponds to each class. A basis image that is very representative of a class should have a
large value of weight for that class. In contrast, a basis image that is unrepresentative of a class will have a negative
weight corresponding to that class. These weights are typically determined through least squares optimization using a
training set. In particular, we use a linear optimizer based on stochastic gradient descent from the scikit-learn library.
To determine the class of a test image, the inverse of the distance of the image to a basis is computed and then multiplied
by all the weights of the basis to form a class vector with respect to the basis. This is performed on all the basis images
and all of the resulting class vectors are summed. The class is then determined by the class corresponding to the largest
value of the summed vector.

The primary motivation for our approach is to be able to generate explanations that can help a human understand and
gain confidence in the model’s predicted output. Previously, we had shown that using a hybrid classifier with :-nearest
neighbor can be helpful in explaining predictions and identifying problems with training data, both improving trust in
the system [7]. Here, we show that a hybrid RBFN classifier is also helpful in explaining predictions, with the additional
advantage that it has to use far fewer images.

Our first evaluation aims to determine if the hybrid RBFN classifier has acceptable classification rate. To verify this
we run the classifier using the same forest trail data as we did before. We chose to use 100 basis images as this should be
enough images to cover the space, but it is few enough images that each one could be individually inspected for quality.
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Results show that indeed an RBFN network can be effective with 100 images used as bases. We found the classification
rate of the original neural network to be 89.1% and the classification rate of the hybrid RBFN to be 85.7%. While not
quite as good, it is close.

Figure 2 shows a sample of 100 images used as bases. These are the only images needed for classification and can be
manually inspected for appropriateness. For instance, our original basis image set contained images where fingers from
the camera person were blocking much of the image. These images were easily identified by inspection and removed. In
addition, examining distances from a test image to basis images can be used for explanation and trust. In this example,
an image of class “right” is evaluated with the classifier by measuring the distance of this image to all of the basis
images. The classifier classifies this image correctly as “right”, but also much more insight can be obtained by looking
at the basis images after being sorted by distance as shown in Figure 2. The results show that the first five closest images
are of the correct class and that seven out of the first ten are of the correct class. The result also shows that none of the
ten most distant images are of the correct class “right”. This gives us some confidence that the classifier is behaving
reasonably, as it can be hand inspected that the distances to the basis images are on a reasonable trend.

Test Image 
(class=right) Perform

Distance
Measures

Sorted Basis Images

right center leftright right right right right right left

leftleftleftleftleftleft center centercenter center

Most Similar

Least Similar

Fig. 2 Basis images for RBFN. 100 images can be used to make predictions instead of thousands used for KNN.
Smaller number allows full inspection of images and reduced storage needs in deployment. Here an image of
class “right” is classified by the RBFN. By examining the basis images sorted by distance to the test image, we
can see that the closest images are indeed of the correct class and that the most distant images are of different
classes.

VII. Explanations through Disentangled Representations
The hybrid classification model in Section IV-B is composed of a truncated neural network model that produces

a representation and an interpretable classifier such as a KNN or RBFN that operates on the representation. While
the interpretable classifier allows classification decisions to be explained through similar examples, the representation
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on which the similarity is evaluated is not interpretable. Studies have shown that a deep neural network captures
semantic information of the dataset in its latent representation [8]. The representation contains the information needed
to drive classification. However, the representation itself is generally not intuitive. The main reason is that variations in
individual dimensions of the representation do not generally correspond to independent and intuitive concepts, but
instead are confounded and vary multiple attributes at once. Recently, various algorithms have been proposed to learn
disentangled representations, where each neuron in the representation corresponds to an independent and fundamental
source of variation in the data [18, 19, 35]. Existing work has shown that when applied on a dataset of faces, algorithms
can find disentangled attributes such as azimuth, lighting, and skin color. Similarly, when applied on a dataset of chairs,
the algorithms can tease out attributes such as viewing angle, size, and chair leg and back styles [18, 19, 36]. In this
section, we explore the use of disentangled representation from a V-variational autoencoder (V-VAE) [18] in the hybrid
classification model. Disentangled representation preserves the ability to find similar images, while potentially making
the representation more intuitive.

A. V-Variational Autoencoder
The variational autoencoder (VAE) is an unsupervised learning method that learns a probabilistic latent representation

of the data. The VAE consists of an encoder network @ that maps an input image G to a representation distribution
@(I | G), and a decoder network that maps a representation I ∼ @(I | G) to a reconstructed image Ĝ. The representation
distribution is assumed to be a multivariate Gaussian with diagonal covariance matrix. Under this assumption, the
output of the encoder network is a mean vector ` and variance vector f2. The parameters of the encoder and decoder
networks are jointly trained to minimize loss using an optimizer such as ADAM [33]. The loss function consists of two
terms. The first term aims to maximize the marginal likelihood of the observed data. This term is approximated by a
reconstruction loss L that penalizes the difference between the input image and the reconstructed output image. Our
experiments use (the negative of) structural similarity index measure (SSIM), which is a similarity metric for images
that accounts for perceived image quality and features [37]. The second term of the VAE loss function minimizes the
Kullback-Leibler (KL) divergence between the representation distribution and a prior distribution ?(I). The prior
distribution is chosen to be a multivariate isotropic unit Gaussian.

The V-VAE loss function introduces a weight parameter V ∈ R on the second term as shown in Equation (1).
The parameter is chosen to add additional weight (i.e., V > 1) on the prior term, encouraging the encoder to learn
distributions more like the Gaussian prior.

LSSIM (G, Ĝ) + V ·  ! (@(I | G) | | ?(I)) (1)

It has been found that the dimensions of the representation become increasingly disentangled as V increases, thus
learning increasingly independent fundamental variations in the data. However, there is a trade-off in V-VAEs in that
increasing V also increases reconstruction loss, which means that the model doesn’t represent the data as well. Variants
of V-VAE with different formulations have been proposed to overcome this shortcoming. In this paper, we also explore
total correlation variational autoencoder (V-TCVAE) on our task [35]. However, our experiments did not find significant
differences in the results between V-TCVAE and V-VAE on our dataset, and thus we only present results from V-VAE.

B. A Hybrid Classification Model Based on Disentangled Representations
We explore a hybrid classification model that combines a disentangled representation from a V-VAE with a KNN

classifier. First, we train (in an unsupervised manner) a V-VAE on the training data. The training produces an encoder
network that maps an input image to its representation distribution, and a decoder network that maps a representation to
a reconstructed image. Next, we try to isolate the effect of each dimension of the representation and assign it an intuitive
label. We perturb—one dimension at a time—the representations of the training images, and generate images using the
decoder network. A human visually inspects the images and manually assigns an intuitive label to each representation
dimension based on the variations observed across the images. At inference time, an unseen image is passed through the
encoder network to generate a representation, and then the KNN is used for classification. The nearest neighbor images
from the KNN are presented to the user as an explanation as with the original hybrid classification model. However, the
disentangled representation adds an additional interpretable element for the user. Because each dimension is associated
with a different attribute, we can quantitatively compare attributes between query and neighbor images. Not only can the
attributes be sorted by similarity, they can also be presented with intuitive descriptions. For example, the algorithm can
say that the query image has a similar amount of foliage and visibility of the sky as the neighbor image, but a wider path.
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C. Learning Disentangled Representations in the Forest Trail Dataset
We applied V-VAE to learn a disentangled representation of the Forest Trail dataset. Figure 3 shows a sweep of

an example image varying the top five most relevant dimensions. To generate the visualization, we first take a test
image and pass it through the encoder network to obtain the representation distribution mean ` and variance f2. The
dimensions are sorted in decreasing order of relevance. Relevance is computed as the average standard deviation value
from the encoder output for a dimension over the training set. Higher variation is regarded as more relevant. Each
row of Figure 3 perturbs one dimension of ` while keeping the other dimensions constant. The perturbed vector is
then passed through the decoder to produce an image. The center column is the reconstruction of the original image
(without perturbation) while columns to the left and right show images with increasing levels of negative and positive
perturbations, respectively. A good disentangled representation would show each row varying an independent attribute
of the data.

Fig. 3 Image sweep over the top five most relevant dimensions of the representation. Each row sweeps a
single dimension starting from the most relevant dimension in the top row. The center column is the original
reconstructed image.

Figure 3 shows variations as each dimension is perturbed. The interpretation can be somewhat subjective. In the
first row, we see more and brighter sky as we move from left to right. We also see a widening of the path as we move to
the left. In the second row, we generally see more foliage to the right and more path to the left. The third row shows
more shadows on the left, and a brighter scene on right. The fourth row shows variation from a grassy path on the left to
a more dirt-like path on the right. The fifth row shows a more grassy hill to the left and more sandy and rocky path to
the right. Overall, while we see some general trends in the image sweeps, the disentanglement did not produce crisp
intuitive attributes. Some variables were confounded, such as the path, sky, and shadowing in the first dimension. Some
attributes also seemed to manifest differently with different input images. Because the interpretation was so subjective,
it was unclear how to assign intuitive universal descriptions to the representation dimensions. We also explored using
V-TCVAE and saw similar results. While disentangling representations teases out fundamental variations in the data,
there is no guarantee that these variations correspond to intuitive concepts. We suspect that the primary reason for our
results is that our dataset comprises a wide variation of scenes rather than single objects as in prior work.

We combined the V-VAE representation with a KNN and evaluated its prediction performance. We found that the
hybrid classifier based on the disentangled representation had a 70.0% accuracy on the test set, compared to the hybrid
classifier using the truncated convolutional neural network representation, which had an 89.8% accuracy. We suspect
the reason is because the V-VAE is trained in an unsupervised manner and does not make use of the label information at
all. As a result, the learned representation is not optimized for the actual classification task. Overall, our experiments
with disentangled representations have yielded mixed results. We saw some indications of disentanglement in our
visualizations. However, the dimensions remained confounded and did not reflect clear intuitive attributes. We also saw

9



a major drop in classification accuracy when using the V-VAE representation.

VIII. Conclusion
In this paper we augmented our previous results on increasing explainability for deep neural networks used for a

a UAV forest navigation scenario in three different ways: 1) We added a radial basis function network to our hybrid
classifier to allow for a dramatic reduction in images needed for classification and explanation, 2) We investigated using
disentangled representations to give meaning to individual components of the intermediate representation, and 3) We
applied our algorithms to a new transfer learning dataset to see the robustness of the classifier. The results showed
that the radial basis function network is a viable alternative to our previous :-nearest neighbor network. The results
for disentangled representations are mixed: while we saw some indications of disentanglement in our visualizations,
the dimensions remained confounded and did not reflect clear intuitive attributes. Finally our transfer learning results
showed that the deep neural network could transfer to different datasets taken in similar environments, but had issues
transferring to datasets taken in a different environment.
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