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A consensus in aerospace industry is that for IVHM technology to fully achieve its promise there is a need in establishing open architectures and standards. An open architecture would facilitate interaction of aircraft primes, subsystem OEMs, aircraft operators, government regulators, and research community in development and integration of IVHM systems from best available components. To answer this need, the IVHM Project in the NASA Aviation Safety Program is working on establishing an architectural framework for IVHM interoperability.  This paper describes NASA-led effort in IVHM architecture. The interoperability framework includes standardization of operations, functions, protocols, and information management models. NASA IVHM Project sponsors many new technologies developments and expects that establishing the architectural framework would facilitate the technology transition to industry.

I. Introduction

I

NTEGRATED Vehicle Health Management (IVHM) promises to provide a range of business and societal benefits though integration of advanced health management and related functions. This paper provides an overview of open architecture for IVHM development formulated by the IVHM Project in NASA Aviation Safety Program. This work was originally motivated by the need to ensure that the results of about 100 of individual NASA-funded research efforts in the IVHM Project can be successfully integrated and transitioned into aerospace industry. However the discussed IVHM architecture is applicable broadly, beyond the scope of the NASA IVHM project. 

Aircraft systems have included health management functions for a long time; MIL-STD-1591 specifying such functions is now more than 30 year old. Department of Defense (DoD) condition-based maintenance CBM+ strategy requires IVHM related functionality for every significant piece of equipment developed for DoD. A few large scale aircraft IVHM systems have been developed in recent years most notably Boeing 787 CIS/MS and JSF Autonomic Logistics1 [4]. These systems use proprietary approaches to integration. At the same time, the last decade has witnessed a rapid growth in the IVHM-related research and development (R&D) that has been primarily driven by government interest in the subject. A large number of US government-funded R&D contracts have been completed. These include various SBIRs, many research efforts in the NASA IVHM Project, and others. There is a significant EC-funded IVHM R&D activity in Europe. These individual R&D efforts are often piecemeal and aimed at a particular IVHM component or problem. Most projects are relatively small. It is not always clear how a particular newly developed bit of IVHM functionality fits the big picture and can be integrated into aircraft-scale or enterprise-scale systems. 

One of the NASA’s goals in the IVHM Project is to provide a framework for integrating many individual component developments into comprehensive IVHM systems. The framework should follow a consensus of the IVHM community on the architectural principles and interoperability of components, systems, and functions. As a mechanism for achieving the consensus, NASA has created IVHM Architecture Advisory Working group that includes representatives of aircraft prime, avionics integrators, aircraft propulsion OEMs, and DoD along with key people from NASA IVHM Project. This paper reflects the group view on the IVHM architecture. The architecture could be useful for integrating IVHM R&D outside of the NASA community as well. 

The discussion in this paper is focused on standardization of terminology, purpose, functions, systems, and interfaces in IVHM. The architecture reflects consensus on a broad range of developments and is by necessity very high-level and shallow. Yet, we found that many researchers working on IVHM topics have widely divergent views about the ‘big picture’ into which their work fits and could benefit from a common reference framework such as presented here. More detailed and more specific IVHM system architectures are considered in other papers presented in this invited conference session2,3,4. These are focused on more specific system development and projects. 

The architecture discussion below follows system engineering flowdown from (i) Operational requirements (describe what IVHM system shall do) to (ii) Functional decomposition (describes functions that address the requirements) to (iii) Systems design (describes implementation of the functions). Several architectural frameworks aimed at coordinating large scale projects use the same or similar layers to represent system architectures. The most notable is DODAF (Department of Defense Architecture Framework). The high-level structure and flow of DODAF architecture description is similar to that in UK MODAF and in commercial architecture design tools such as IBM Rational Rose. The next sections of this paper expand these three layers of the architecture.
II. Operational Requirements

High-level requirements to IVHM operation are summarized in Figure 1 showing IVHM CONOPS (Concept of Operations). The CONOPS describes IVHM enterprise exemplified by NASA IVHM Project and its interaction with industry. Figure 1 is also applicable to other major commercial and government IVHM enterprises. More detailed CONOPS should be developed for each specific IVHM application. Figure 1 corresponds to an Operational View of the DODAF. The letters mark the operational nodes including the following operational requirements. 

T: Development and improvement of IVHM technology. The R&D activities answer the requirements of this node. 
D: Develop and sustain IVHM systems. The full understanding of requirements to IVHM systems can only come after deployment and extensive operation of a new aerospace system. Thus, sustaining the deployed IVHM systems is an important requirement.   

M: Support aircraft condition based maintenance decisions. This is an important requirement to IVHM that provides most of the economic justification to IVHM deployment. 
S: On-board diagnostics functions. The requirement to have on board IVHM is partially caused both by a need to provide on-board warnings to the crew. On-board IVHM systems can be used for ground diagnostics and maintenance support eliminating the need to have ground diagnostics equipment for this type of aircraft at all airfield locations.  

R: Provide health state estimate for system/control reconfiguration. All the time critical and safety critical requirements of flight control are applicable here. 

W: Provide in-flight IVHM warnings to crew. The criticality requirements to warnings, though less stringent than for flight control, must be taken into account. 

I:  Manage IVHM data. This includes data transfer inside aircraft, between aircraft and ground systems, and ground IT infrastructure. Addressing this requirement is the key bottleneck in development of most IVHM systems. 
NASA IVHM Project primarily includes component efforts that are focused on the nodes T and D. Other nodes show the parts of the IVHM enterprise that are potential customers of the sponsored research activities and targets for the technology transfer. Figure 1 shows relationship of the NASA IVHM Project to sister projects in NASA Aviation Safety Program that include IRAC (Integrated Resilient Aircraft Control), IIFD (Integrated Intelligent Flight Deck), and AAD (Aircraft Aging and Durability) that have overlapping technology development targets. 

The arrows represent the needlines.

S(R and S(W: Provide on-line diagnostics (health state estimates). 
S(I and M(I: Collect on-line IVHM data for on-ground decision support processing 

D(S and D(M: Provide IVHM algorithms and models (fault signatures) for the algorithms 

I(D: Provide IVHM data for model identification and development of algorithms
I(M: Provide IVHM data for analysis and condition based maintenance decision support
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Figure 1: IVHM CONOPS

IVHM CONOPS Figure 1 allows explaining a path for development and deployment of new advanced IVHM functions. NASA sponsored research, development, and maturation of IVHM technologies is supposed to support this path. In terms of the nodes shown in Figure 1, this path can be described as T(D(M(S(R.  The new technology T is used in IVHM development D. The new developed functions could be first deployed in ground systems M. When enough confidence is gained, they could be deployed in on-board IVHM systems S. Finally, if necessary, the functions could be certified for critical reconfigurable control deployment R.

III. Functional Decomposition

Detailed functional decompositions of IVHM systems are specific to particular applications and system being architected and specific requirements flowed down. This paper stays on an overview level. In this section we describe high level function types that are present in IVHM systems – on-board or ground. NASA IVHM project pursues development of all these function types. A specific IVHM system would usually include functions of different types, but perhaps not of all types. 
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Figure 2: Taxonomy of IVHM functions

Figure 2 shows taxonomy of the IVHM function types. Direct action IVHM functions FA work with data from aircraft on board sensors and provide information that is used directly during the flight. These are safety critical on-board functions. They typically require DO-178B Level A or B certification. FA functions are expensive to implement and to certify. Once deployed, they are difficult to update. 
Deferred action functions FE (hosted on board) and FG (hosted in on-ground systems). These functions work with data from aircraft on board sensors. Even though the data processing might be performed in on-board system, the action is taken on-ground. FE functions might require DO-178B Level C-E certification. For example, maintenance actions or decisions not to perform them impact aircraft safety, thought this impact is deferred. FE and FG functions support CBM (Condition Based Maintenance), which provides the main business justification for commercial IVHM deployment. 

FG ground functions work with data from aircraft on board sensors. Data are processed and acted upon on ground, e.g., maintenance actions. Ground system implementation is an alternative and often less expensive way of deploying deferred action IVHM functions. Ground IVHM functions might include interfaces with maintenance personnel to support CBM and with logistics systems. 
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Figure 3: On-board IVHM functions

Figure 3 illustrates three layers in decomposition of on-board FE functions for deferred IVHM. The functional decomposition architecture in the chart is what is currently used by industry, e.g., reflects B777/B787 IVHM architectures.    

· The lower layer in Figure 3 shows sensors. IVHM might use the sensors already available on aircraft for control and monitoring. IVHM functions might also require specialized sensors such as sensors for structural monitoring or vibration monitoring. 

· The middle layer shows subsystem-level health management. The subsystem-level aircraft functions are usually developed by subsystem providers and are federated. 

· The upper level in Figure 3 is VLRS (vehicle-level reasoner system) function that integrates  subsystem-level health management functions to provide aircraft-level diagnostics, warning information, and maintenance support recommendations.  
Knowledge management (KM) collects off-line functions that support development and management of information models used by the IVHM algorithms, such as nominal operation models, fault signatures, and scatter/noise models. KM functions could not possibly be implemented on board because they require access to fleet-wide data collected from many aircraft over long intervals of time. At the same time, on-board system could use output of KM functions. For example, all VLRS systems currently deployed on production aircraft rely on the models (such as symptom tables or dependency graphs) that have been prepared with the help of off-line KM tools. In addition to fault-related modeling and model identification functions, KM might include exploratory data mining functions. 
Interoperability of KM off-line functions and FG or FE IVHM algorithms requires following established information modeling standards for the nominal and faulty operations of aircraft systems.  Discrete models for representing connectivity and potential causal chains of failure are described by AI-ESTATE and ARINC 624-1. Many of these models can be generally described as directed graph models. Such models have been used by Honeywell in design of such IVHM systems as Boeing 777 CMC and Boeing 787 CIS/MS.  Parametric models for subsystem nominal and faulty behavior are commonly developed using Simulink and similar tools. Such models are used in many aerospace applications related to IVHM, but there yet seems to be no established standards for the simulation models suitable for IVHM KM. 
The International Standards Organization (ISO) has published ISO 13374 which establishes general guidelines for information flow between processing blocks in Condition Monitory and Diagnostics of Machines. This standard could provide further functional decomposition of the deferred action IVHM functions FE and FG. The hierarchy of six blocks of ISO 13374 functional decomposition can be represented as DA(DM(SD(HA(PA(AG. Each block receives external data and data from the blocks that are lower in the hierarchy.  

The lower three blocks provide application specific low-level functions:  

DA (Data Acquisition):  converts sensor output to a digital data 

DM (Data Manipulation):  implement low-level signal processing of the raw measurements. 

SD (State Detection):  detects abnormalities and supports modeling of normal operation  
The upper three blocks provide decision support related to system health management to operations and maintenance personnel: 

HA (Health Assessment): provides diagnostics of fault/health condition 

PA (Prognostics Assessment): forecasts fault/health condition based on current data and projected usage loads and computes remaining useful life. 

AG (Advisory Generation): provides actionable information related to health management
ISO 13374 was initially developed for machinery less complex than aircraft IVHM systems. It is currently used by the aerospace IVHM community for the lack of better functional decomposition standards. It provides a useful functional decomposition of IVHM at very high level of granularity. The NASA IVHM Project is organized into themes corresponding to four higher blocks in this standard: Detection, Diagnostics, Prognostics, and Mitigation. 
IV. System Mapping

The systems implementing the described IVHM functions can be attributed into four large classes of systems. 

A: On-board critical systems 
C: On-board non-critical systems 
G: Ground systems 

D: Data management systems  
A, C, G, and D-type systems differ in criticality and hence development costs. A, C, and G-type systems provide platforms for aircraft-level or subsystem-level IVHM functions, while D-type systems support on-board data collection, data exchange between aircraft and on-ground systems, and on-ground data management functions.   

A-type systems are critical systems that would host direct action functions FA and have to be certified to DO-178B/DO-254 Level A or B specs. These systems are related to fault-tolerance, redundancy management, and closed-loop reconfigurable control. A system failure can lead to loss of life.  

C-type systems host deferred action on-board functions FE. These systems could be used for CBM automation or maintenance decision support. The ultimate responsibility for critical decision is with these systems is vested with the maintainer and is made with aircraft on ground. Because of they are less critical, these systems are less expensive to develop and certify and are at the focus of the industry interest in the IVHM area. These systems support Built In Test (BIT) and Built In Test Equipment (BITE) functions in aircraft subsystems as specified by MIL-STD-1591. They also support integrated vehicle-level integration of diagnostics functions specified by ARINC 604 and ARINC 624-1. 

G-type ground systems could host on-ground deferred action functions FG or knowledge management functions KM. These systems could also support development of on-board IVHM systems. Since they are not a part of the aircraft, the ground systems are the least critical. Many ground computing systems for aircraft CBM and maintenance decision support have been deployed by industry and DOD. These systems usually follow general enterprise computing system standards and are not IVHM-specific. 
Unlike other above described system types, D-type systems do not support analytical functions. The data management systems provide data collection on-board of aircraft and data transfer to ground systems. Arguably, the aircraft data collection and data link systems are at present insufficiently well developed as cost effective solution. They can be considered as a bottleneck on the way of the growing deployment of IVHM technology.   
The interface requirements for functional information exchange within and between C and G-type systems are specified by OSACBM standard by MIMOSA foundation5. OSACBM can be considered as an interface system definition for the ISO-13374 functional decomposition. OSACBM adds data structures and defines interface methods for the functionality blocks defined by the ISO standard. OSACBM does not specify underlying protocol but provides an XML template for the message exchange. Most of current OSACBM applications are for ground systems. A proprietary binary implementation of OSACBM developed by GE Aviation in collaboration with Boeing and discussed in a recent papers6,7 is designed for use in on-board avionics systems. Note that Honeywell system architecture described in Ref. 2 includes all ISO-13374 functional blocks at each subsystem, which negates most of the need for external exposure of the OSACBM interface.

V. NASA IVHM Integration Testbed

The NASA Architecture Project is developing an IVHM Integration Testbed as a software platform for integrating individual IVHM developments, prototyping and testing integrated demonstration systems. The on-going NASA IVHM Integration Testbed development is performed through a series of technology demonstrations.

IVHM system development and deployment sequence includes the following steps corresponding to increasing TRL (Technology Readiness Level). 

1. Component demonstration

2. Lab integrated demonstration 

3. Ground demo with off-line flight data  

4. Flight demo with a generic computer 

5. Ground system deployment 

6. Non-critical flight system deployment 

7. Maturation of IVHM models using operational data   

8. Flight-critical system deployment

The Integration Testbed infrastructure is aimed at supporting Steps 1-5 and in the long run Steps 6 and 7 as well. It is expected that NASA would develop technology up to Step 4, which corresponds to TRL 6. Further maturation of the technology will be done by industry. 
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Figure 4: NASA IVHM Integration Testbed

The IVHM Integration Testbed functional architecture illustrated in Figure 4 includes IVHM Enterprise Service Bus and Application Database, which implement data management functions. The bus connects a number of system modules that might include Engine, SHM, and Flight Control subsystems, Vehicle-level Reasoner System, and Displays. The Enterprise Service Bus could be used for emulating physical aircraft buses that connect federated avionics modules implementing various functions with each other.  

The IVHM testbed is primarily aimed at G-systems and C-systems but could also be used to support initial prototyping of functions for A-systems and D-systems. The Enterprise Service Bus in the testbed can be used to emulate data link, data collection, and data management functions of D-type systems when prototyping IVHM. A-system functions could be prototyped in the testbed to the extent that they require no hard real-time response. Implementing these functions can enable their testing in open-loop decision chains.    

The IVHM Integration Testbed is being developed on behalf of NASA by Mitek Analytics LLC as open-architecture enterprise class software called Openalytics. In addition to software platform (middleware) for data management and integration of advanced analytics function, Openalytics includes some utility functions. Openalytics platform is specially designed to facilitate integration of analytics functions, both pre-packaged and advanced custom-developed.  The intent is to release Openalytics to the IVHM community as open source software. 
Openalytics software architecture is based on Sun Microsystems’ open source OpenESB software. The Openalytics technology stack includes GlassFish application server, open source RDBMS, set of ESB integration components including web services Matlab integration for analytics and simulation, standard WSBPEL 2.0 workflow engine and NetBeans or Eclipse Integrated Development Environment. A more scalable extension of the architecture supporting data mining functions and enabling work with large datasets can include object-oriented open-source database such as db4o. This system platform is scalable through a range from embedded to large enterprise applications.
One of the goals of the Openalytics development is to provide full benefits of using the Service Oriented Architecture (SOA) and its Enterprise Service Bus (ESB) implementation to the IVHM testbed applications. The SOA/ESB implementation conforms to industry standards and is based on open source tools and technologies; this prevents proprietary vendor lock-in and creates an open architecture for collaborative development by different organizations using different implementation technologies. The ESB event processing mechanism provides foundation for sensor data capture and can be scaled down to minimum footprint for on-board systems with limited resources. The ESB communications suite includes multiple protocol and capability options for precise optimization for various system requirements. The ESB workflow service orchestration opens avenue for integration with modeling, simulation and data mining tools and supports cloud implementations for very large fleet-wide data volumes.

IVHM Services in Figure 4 correspond to C and G-type systems and could support IVHM functional applications of the FE and FG type. The testbed allows for two ways of integrating analytic IVHM functions. First, such functions could be developed as complete web services connected through WSDL ports with OSACBM-compliant XML messaging and orchestrated by workflow engine. Second, the analytics can be deployed as atomic algorithms orchestrated by workflow within the IVHM Services. Integration of Matlab atomic algorithms could be especially convenient for the system development purposes and is allowed by the testbed. For final deployment such algorithms could be deployed by their versions compiled from the code automatically generated from Matlab.

VI. Verification and Validation

The open IVHM architecture discussed in this paper could facilitate faster integration, verification, and validation of IVHM system component originating from different stakeholders including researchers and developers from academia, government agencies, small businesses, and large aerospace companies. By using the shared open architecture, component providers can establish requirements and functional specifications for their development to be interoperable.  Thus, what is usually performed solely as an internal process of a particular large aerospace project can be shared across multiple stakeholders and benefit from peer review and more extensive cross-testing. This increases the viability of the verification process for complex IVHM applications.  

For example, consider a scenario where two different organizations participate in development of sensors, diagnostics functions, and knowledge management functions that use operational data for further analysis and modeling. Under a closed architecture, these organizations would need to ensure that their products, once they mature sufficiently to be shared across organizations, are correct with respect to their specifications. Under an open architecture, these issues can be resolved much more rapidly, thus increasing the efficiency and likelihood of success of the end product.

The process of validation or quality assurance establishes whether the IVHM system satisfies its design requirements. This process would also benefit from the open architecture proposed here because it allows for multiple stakeholders to start validation during the inception and design phase of the system.  Of course, the final product must undergo a rigorous validation process as a whole, but these interim steps help to produce a more robust final product. These processes could be conducted by the traditional stakeholders in an aerospace enterprise.

The open-source community has witnessed explosive growth in the last decade because of the fact that multiple authors with different perspectives can verify and validate their code much more rapidly than a single software provider, even when that provider is very large and powerful.  We believe that such benefits can be garnered in the aerospace IVHM community as well. 

VII. Conclusions

This paper described NASA-led effort in development of open IVHM architecture and establishing interoperability standards and approaches for integration of IVHM systems from best available components. We expect that the presented material can be used as a reference by individual IVHM R&D efforts for placing a piece of IVHM work into a greater context. The paper has also proposed a path to integration of IVHM ground and demonstration systems using on open-source software Service Oriented Architecture. The described open source software framework uses EE Java, WSDL ports with XML messaging, and is orchestrated by workflow engine. It allows integration of Matlab for rapid prototyping of analytics and simulation.
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