Invariant Discovery Guided by Symbolic Execution
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Abstract—Program invariants are useful for software implementation, testing, and maintenance activities. However, invariants are difficult to discover, and can take intensive manual effort to validate. A large body of research has focused on automated invariant discovery. The most widely used techniques for invariant discovery (e.g., Daikon) are based on dynamic test execution traces. Although these techniques can efficiently generate a large number of invariants for real-world programs, there are two main issues: (1) they may generate a number of incorrect or imprecise invariants; and (2) they may miss correct invariants. In this paper, we describe preliminary work on iDiscovery, an iterative approach that uses symbolic execution results to guide the invariant generation process. More precisely, iDiscovery uses symbolic execution to refute incorrect invariants, refine imprecise invariants, and characterize new behaviors to help achieve more accurate invariant discovery.

I. INTRODUCTION

Program invariants are useful for software implementation, testing, and maintenance activities. For example, they can be encoded as assertions for runtime checking or regression test oracles. They can also be used for inference of state-based behavior models and for specification recovery. However, invariants are also difficult to discover, and often require intensive manual effort to validate. A large body of research has focused on automated invariant discovery, e.g., Daikon [5]. These tools infer likely invariants based on dynamic test execution traces. Although these techniques can efficiently generate a large number of invariants for real-world programs, there are two main issues: (1) they may generate a number of incorrect or imprecise invariants; and (2) they may miss correct invariants. Dynamically inferred invariants are generated based on observed program executions which means they may miss relevant invariants if the test suite used to generate invariants does not cover relevant program executions. Moreover, there are no formal assurances that the generated invariants are correct even though these tools only produce invariants when there is some statistical confidence that their occurrence is not accidental. Thus, when a large number of invariants is generated, the process of distinguishing correct from incorrect invariants – a process that generally requires human intervention – is time consuming and error prone.

In this paper, we present preliminary work on iDiscovery, an approach that uses symbolic execution to help discover likely invariants. More precisely, iDiscovery treats the invariant discovery process as an iterative process using symbolic execution results as feedback to the dynamic invariant discovery process. During each iteration, iDiscovery infers invariants based on the results of checking the last set of invariants using symbolic execution. Symbolic execution is used to invalidate incorrect invariants, refine imprecise invariants, and characterize new behaviors to help achieve more accurate invariant discovery. iDiscovery stops when the whole process reaches a fix point, i.e., no old invariants are deleted and no new invariants are discovered.

II. APPROACH

Our iDiscovery approach is a feedback directed technique that combines dynamic invariant detection with symbolic execution [1], [9]. Automated techniques for dynamic invariant detection, e.g., Daikon [5], rely heavily on the quality and completeness of the input test suite and on internal techniques to minimize irrelevant invariants. Symbolic execution helps offset these limitations by systematically checking the code under analysis, exploring program execution traces that may not be covered by the input test suite, and generating counter-examples for invalid invariants. The generated test cases, including counter-examples for failed assertions and additional tests exposing new program behaviors, can be used to augment the test suite used for dynamic invariant detection. The list of invariants that cause the SUT to fail characterizes invariants that are likely invalid, and can be used to filter the invariants
generated in subsequent iterations of iDiscovery, and to ultimately reduce the number of invalid invariants considerable in the final set of results. During the generation of various tests to break existing invariants, some tests may also expose new program behaviors, and thus help with discovering new valid invariants. The process stops when a fix point is reached, e.g., no new invariants are generated and no old invariants are deleted.

The inputs to iDiscovery, shown in Figure 1 are: 1) the software under test (SUT), and 2) an initial test suite. The invariant discovery tool used by iDiscovery is Daikon [5]. Daikon uses the test suite to generate execution traces for the SUT. For each method in the program, Daikon generates one set of pre-conditions and one set of post-conditions for the method as a whole, and one set of post-conditions for each exit point (return statement) in the method. Each set of pre-conditions contains one or more constraints on the program inputs; each set of post-conditions contain one or more constraints on the return value and final state of the program under test. We transform the invariants generated by Daikon to Java assert statements and add the assertions to the appropriate location in the SUT using a custom application. To enable compilation and execution of the resulting code, we introduce fresh variables in the corresponding method. These variables are used to store the pre-state and the value of the expression in the return statement at the control point of interest, and to handle post-state expressions and argument references.

Daikon’s invariant generation relies heavily on the input test suite and Daikon’s own internal collection of invariants, thus some of the invariants generated by Daikon may be invalid or irrelevant [13], [14]. To mitigate this factor, we use Symbolic PathFinder (SPF) [11] to symbolically execute the SUT annotated with assertions to check the invariants. The path conditions computed by SPF are solved to create test cases to augment the test suite provided to Daikon in the subsequent iterations. We use both passing test cases (execution traces that do not violate any of the assertions) and failing test cases (counter-examples) to augment the test suite provided to Daikon. Both types of test cases provide information that enables Daikon to compute more accurate invariants. We directly feed the execution traces of those additional failing and passing tests to Daikon. Based on the high-quality traces, Daikon will automatically filter out the invalid invariants and augment valid new invariants.

III. PRELIMINARY STUDY

A. Study Setup

We perform the preliminary study on our iDiscovery approach using two versions of WBS program and three versions of the Tcas program. The Wheel Brake System (WBS), is a synchronous reactive component from the automotive domain. The Java model was implemented based on a Simulink model derived from the WBS case example [8], and consists of one class and 231 source lines of code. We applied iDiscovery on the update method in WBS. This method determines how much braking pressure to apply based on the environment. We randomly selected two versions of WBS from the variants WBS programs created in our previous work [12]. Traffic Anti-Collision Avoidance System (Tcas) is a system to avoid air collisions. We randomly selected three versions of Tcas from the Software Infrastructure Repository (SIR) [4], and manually converted the code to Java. The translated Java version has approximately 150 lines of code. Note that we inclined all the functionalities of Tcas into the alt_sep_test method, and applied iDiscovery on that method.

For both programs, we used 50 tests from their original test suites as the initial tests to evaluate iDiscovery. The 50 tests for WBS was randomly selected from the 1000 random tests created by our previous work [12]. The 50 tests for Tcas was randomly selected from its original test suite in SIR, which consists of 1608 tests.

Table I shows the results for iDiscovery on WBS and Tcas. The first column lists the artifact name and version. Column 2 lists the number of iterations of iDiscovery applied for each artifact. Note that we did not feed all the invariants generated by Daikon to the symbolic execution component, because some Daikon invariants cannot be directly translated into Java assertions. Thus, we present the results for both used and all invariants separately. For each iteration, Columns 3-5 list the number of used pre-conditions from the set of invariants computed by Daikon, the number of deleted used pre-invariants compared with the first iteration, and the number of added used pre-invariants compared to the first iteration. Similarly, Columns 6-14 present the statistics for the used pos-invariants, all pre-invariants, and all post-invariants for the programs under test. Columns 15 and 16 list the instruction coverage and branch coverage for the tests in each iteration (including both the total number of instructions/branches and the coverage ratio). Columns 17 and 18 list the number of additional tests generated based symbolic execution, and the generation time for the additional test[1]. Note that we did not show the remaining iterations for the programs when iDiscovery reaches at the fix point.

B. Results and Discussion

Based on Table I we have the following findings:

First, except the second version of WBS, the number of all types of invariants becomes smaller after each iteration until iDiscovery reaches a fix point. For example, iDiscovery successfully falsified 84.6% (121 out of the 143) of precondition invariants for all the three versions of Tcas. Manual inspection shows that all of the deleted (filtered) invariants are incorrect or imprecise. This demonstrates the effectiveness of our iDiscovery approach in invalidating incorrect or imprecise invariants.

Second, except the second version of WBS, iDiscovery also adds additional invariants for all the types of invariants. Some added invariants even keep valid after the fix point is reached.

The symboloc execution time for two versions of WBS is 0, because the time is too small to be caught by the SPF timer.
reached for some program (e.g., the first version of WBS). Manual inspection show those additional invariants are correct or more precise than the deleted invariants. This demonstrate the effectiveness of our iDiscovery approach in finding new correct or more precise invariants.

Third, iDiscovery reaches a fix point in a relatively few number of iterations. In addition, both the instruction coverage and branch coverage grow and reach the peak before the number of invariants reaches the fix point. For WBS, both the instruction and branch coverage reaches a peak immediately after the first iteration. For Tcas, the instruction coverage reaches a peak of 98.5% after the first iteration, while the branch coverage sometimes requires one additional iteration to reach the peak. This demonstrates the stability of our iDiscovery approach.

**IV. RELATED WORK**

Daikon pioneered the idea of dynamic detection of likely invariants and has been used in a number of applications, ranging from test suite minimization to fault tolerance [3]. The quality of Daikon’s invariants depends largely on the collection of invariants in its invariant repository and the user-provided test suite, and as shown in a couple of recent studies, the quality can vary [13], [14].

DySy [3] presents the first application of forward symbolic execution [1, 9] to invariant discovery. Specifically, it uses symbolic execution over paths that are executed by a given test suite to compute path conditions of interest, which form a part of likely invariants generated. DySy does not use integrate with Daikon or use symbolic execution to validate its invariants.

While several projects [6, 10] have used static verification tools, e.g., ESC/Java [7] to check the invariants that are synthesized or dynamically discovered, the checking results are not used as feedback to further improve the discovery of invariants as is done in this work.

Xie and Notkin [15] are the first to connect invariant discovery and test input generation via a feedback-loop: generate tests using Jtest [2] based on the likely invariants discovered by Daikon, and run Daikon with the tests generated by Jtest. The feedback-loop is iterated to improve the quality of the invariants discovered as well as the tests generated. They do not use symbolic execution to generate tests or validate Daikon’s output invariants.
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