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Abstract—Model checking is a verification technique 
developed in the 1980s that has a history of industrial 
application in hardware verification and verification of 
communications protocol specifications. Program model 
checking is a technique for model checking software in 
which the program itself is the model to be checked. 
Program model checking has shown potential for detecting 
software defects that are extremely difficult to detect 
through traditional testing. The technique has been the 
subject of research and relatively small-scale applications 
but faces several barriers to wider deployment. This paper is 
a report on continuing work applying Java PathFinder 
(JPF), a program model checker developed at NASA Ames 
Research Center, to the Shuttle Abort Flight Management 
system, a situational awareness application originally 
developed for the Space Shuttle. The paper provides 
background on the model checking tools that were used and 
the target application, and then focuses on the application of 
a “Design for Verification” (D4V) principle and its effect 
on model checking. The case study helps validate the 
applicability of program model checking technology to real 
NASA flight software. A related conclusion is that 
application of D4V principles can increase the efficiency of 
model checking  in detecting subtle software defects. The 
paper is oriented toward software engineering technology 
transfer personnel and software practitioners considering 
introducing program model checking technology into their 
organizations.  
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1. INTRODUCTION 

Model checking is a verification technique developed in the 
1980s that has a history of industrial application in 
hardware verification. Program model checking is a 
technique for model checking software in which the 
program itself is the model to be checked. Program model 
checking has shown potential for detecting software defects 
that are extremely difficult to detect through traditional 
testing. The technique has been the subject of research and 
relatively small-scale applications but faces several barriers 
to wider deployment. In this paper we report our experience 
applying Java PathFinder (JPF)[JPF], a program model 
checker developed at NASA Ames Research Center, to the 
Shuttle Abort Flight Management system, a situational 
awareness application originally developed for the Space 
Shuttle.  
 
Barriers to wider deployment of program model checking 
for real-world applications include the large, usually 
unbounded, state space of the application; the lack of tools 
(model checkers) that accept common programming 
languages; the complexity of these programming languages; 
software design process that do not support the require-
ments for applying verification tools; the absence of usable 
information about what properties should be checked; and 
the lack of guidance for software developers on how to take 
verification requirements into account during development.  
 
This paper provides a brief overview of our program model 
checking toolset for C++ and the target application. It then 
discusses our experience in applying “design for 
verification” principles to increase the effectiveness of 
model checking. Other aspects of the toolset and the case 
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study have been reported elsewhere[O’Malley] or will be 
reported following completion of the study. 

2. TOOLSET FOR MODEL CHECKING C++ 

The program model checker used in this work is directly 
applicable to Java. However, NASA flight software is 
written in C and other languages. While C has been most 
commonly used, C++ has seen increasing use, for example, 
in the Shuttle Cockpit Avionics Upgrade (CAU), and it is 
likely to be used in Constellation, NASA’s program for 
crewed and robotic exploration of the solar system.  To 
apply JPF to C++, we identified the semantic gaps between 
the two languages and developed a partial C++ to Java 
translation system, augmented by library and runtime 
support (for example, to handle pointers to primitive types 
and arrays of primitive types; and function pointers, which 
do not exist in Java). The complete set of tools for 
translating, analyzing, testing and model checking C++ is 
called Propel. Concurrently with development of Propel, we 
determined that the CAU coding standards avoided most of 
the problematic features of C++ (for example, multiple 
inheritance). Thus we were able to show the feasibility of 
our approach for translating real NASA flight software. 
Because of broad changes in funding for software 
engineering research at NASA, we were unable to mature 
the translator to the level required for automatic translation 
and execution of a Java implementation of SAFM.  Nor 
were we able to address the issue of whether the translation 
quality would be adequate for model checking.4 
 
Nevertheless, the translation infrastructure supported an 
adequate representation of parts of SAFM. We were able to 
(1) use JPF to model check parts of SAFM; (2) identify a 
design issue in SAFM and measure its effect on model 
checking; (3) apply a “design for verification” (D4V) 
technique and measure the improvement on model 
checking; and (5) through inspection, identify a defect that 
validated the application of D4V techniques. We are 
currently assembling a “Practitioner’s Guidebook” based on 
our experience with SAFM and other applications. 

3. TARGET APPLICATION 

The Shuttle Abort Flight Management system (SAFM) was 
developed by NASA Johnson Space Center and General 
Dynamics Decision Systems as part of the Shuttle Cockpit 
Avionics Upgrade (CAU). SAFM evaluates the potential 
abort options for the Space Shuttle under various 
contingencies and provides abort recommendations to the 
crew. Primarily as a result of the loss of Columbia and the 
subsequent re-focusing of NASA’s manned space flight 
away from the space shuttle and similar vehicles, both CAU 

                                                           
4 For example, the question of whether automated translation unacceptably 
increases the state space. 

and SAFM were canceled before being deployed, but the 
developers of SAFM remained interested in the analysis of 
the software. SAFM is a single-threaded application written 
in 30KLOC of C++ that follows coding standards 
appropriate to safety-critical applications. 

SAFM was selected for this case study for several reasons.  

• High criticality—it is capable of determining a safe 
landing trajectory for the shuttle autonomously in case 
of a failure requiring an abort during ascent. 

• Commonality of interest with the developers and their 
willingness and availability to work with us. 

• Good conformance of the application with technical 
criteria for C++ model checking using the Propel 
toolset. 

• Manageable size.  

High criticality—Advanced defect detection technologies 
such as model checking are thought to be capable of 
detecting subtle defects, defects which could escape 
detection using standard testing approaches, but they also 
represent a departure from current standard practice and are 
relatively immature. Further NASA development and 
deployment of leading-edge V&V technologies is best 
justified by demonstrating their success on safety-critical 
NASA applications. SAFM was rated “Crit 1R”, which is 
high criticality but redundant software. The in-flight SAFM 
system is redundant because there are ground systems that 
duplicate and take priority over in-flight SAFM functional-
ity in the presence of effective ground communication. In 
the absence of ground communication, the on-board SAFM 
system provides the required situational awareness to the 
crew. Since human life could depend on flawless operation 
of SAFM, it needs to be “human rated”, which requires 
extensive V&V.  
 
Commonality of interest—Success in applying a new 
software engineering technology in the context of a 
significant application requires a good working relationship 
among the application developers and the technology 
developers. The SAFM development team was willing to 
work with us for several reasons. They recognized a need 
for significantly greater autonomy (functionality achieved 
through automation in the absence of ground control) in 
space flight software than is currently available in 
applications like SAFM, and they recognized that a major 
barrier to greater autonomy has been the inability to 
perform verification and validation of autonomy software. 
Program model checking has been thought to be particularly 
well-suited to V&V of complex applications such as 
autonomy software.  In addition, although SAFM had been 
delivered to NASA by its developers, it was not scheduled 
for deployment until 2006; this 2-year lead time would 



 3

allow remediation of potential issues that our technologies 
might reveal.  
 
Technical match—Mismatch between technology 
capabilities and a target application can result in redirection 
of project focus, resources lost in developing work-arounds, 
or even a complete failure. SAFM was a good fit to the 
technical characteristics required by the translation 
approach taken by Propel. Most of the coding standards 
identified for successful model checking using Propel were 
met in SAFM. For example, SAFM did not make extensive 
use of the C++ Standard Template Library, and had only 
one use of multiple inheritance. On the other hand, SAFM 
lacked an important characteristic which may have made it a 
much better candidate for an early feasibility demonstration: 
it is single-threaded, whereas the properties that model 
checkers are best adapted to verifying “out of the box” 
include freedom from deadlock and other concurrency 
defects. Another characteristic of SAFM that impeded the 
effectiveness of model checking is that its input space 
includes many floating point variables. Program model 
checking, which focuses on the correctness of state 
transitions, is not particularly effective at detecting defects 
in arithmetic computations.  
 
Manageable size—Our program model checking tools are 
limited by the size of the state space of complex applica-
tions. SAFM’s size was known from the start to be too large 
to allow program model checking in its entirety using the 
approach taken with the Propel toolset. This did not 
represent a critical problem because the application was 
modular and would allow scope selection. Our goal was not 
to model check a complete application but to demonstrate 
feasibility of Propel. Still, the size of the application needed 
to be limited because the entire application and its test 
environment would need to be ported, compiled and run on 
the platforms used by Propel developers at Ames Research 
Center; and the case study team would need to obtain a 
sufficient understanding not only of the application, but also 
of its low-level technical requirements (the system 
requirements specification—SRS) to apply Propel 
effectively. 

4. DESIGN FOR VERIFICATION 

One of the goals of the case study was to measure the 
effectiveness of "Design for Verification" (D4V) guidelines 
on model checking.  The D4V approach is a set of 
principles, artifacts and processes for designing a program 
so that verification tools can be applied more effectively. It 
applies a variety of techniques such as design patterns, 
application programming interfaces, and source annotations, 
based on the hypothesis that the many of the general 
architecture and design principles leading to good 
modularity, extensibility and complexity/functionality ratio 
can be adapted to overcome some of the limitations of 

model checking and other software assurance methods.  
 
Below are several D4V design principles relevant to model 
checking. In the next section we show the application of one 
of these D4V principles to SAFM. 
 
Avoid redundancy—While not every form of redundancy is 
as bad from a verification perspective as it is from a 
maintenance point of view, behavioral redundancy to re-
create (local) state can impose problems (the model checker 
does not distinguish between function local and object 
state). For example: 
 

 
 
We can change the above example by factoring out the 
declaration of x and turning it into object state. 
 

 
 
This change is not recommended in the case where x is 
modified and not used. This will cause an unnecessary 
increase in the number of object states.  

Another harmful example of redundancy can occur with 
redundant aggregates, for example:  

 
One can factorize these and turn them into delegation 
objects as shown below: 

class A { 
  X x; 
  B b; 
  .. 
  void f (..) { 
    x.modify(); 
    b.update(x); 
  } 
}; 

class B { 
  X x; 
  A a; 
  .. 
  void g (..) { 
    x.modify(); 
    a.update(x); 
  } 
}; 

class A { 
  X x; 
  ... 
  void f(...) { /* use x */ } 
  void g(...) { /* use x */ } 
}; 

class A { 
  void f (...) { 
    X x(...); 
    ... // do something with x w/o 
changing it 
  } 
 
  void g (...) { 
    X x(...); 
    ... // do something else with 
x w/o changing it 
  }   
};
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These redundant types are usually a result of program 
extension: initially attempting to keep changes local (to a 
function member or class), but later realizing that the 
changes are required in a larger scope (whole class or set of 
classes). 

Use polymorphism—This guideline is discussed in the next 
section.  

Leverage model-based design—Model-based design 
provides useful hints of how a large system can be reduced 
so that its state space becomes searchable. If not inherently 
visible in the design (e.g. by means of using a 'State' design 
pattern), the model relevant information should at least be 
included as comments.  

Use finite state machines—A finite state machine (FSM) is 
one of the most suitable models for formal checks, 
especially for concurrent systems. However, FSM's can 
have problems with inheritance (the state model can change 
in derived classes) if state aspects are not factorized (e.g., 
with the State design pattern). 

Use platform-Independent Libraries and Abstraction 
Layers—Contemporary libraries can significantly exceed 
the size and complexity of applications. In practice, the 
application model or environment model will have to model 
some of these libraries (especially the ones without source 
code availability). Use of platform independent libraries, 
such as POSIX (especially pthreads), is recommended to 
easily model complexity and increase opportunity to reuse 
models. 

Reduce concurrency—From a model checking perspective, 
the searched state space consists of all possible thread-state 
combinations, which implies that the level of concurrency 
has the biggest impact on state space size. As a conse-
quence, reducing concurrency can be considered as the 
premier measure to ease model checking. 

Reduce the number of threads—Threads can be a useful 
abstraction and implementation mechanism to partition 
independent program actions. However, when there is 
coordination (or interference) between these threads, the 
required synchronization mechanisms increase the time, 
increase the state space and introduce potential liveness and 
safety problems.  

Some of these cases can be reduced with multiplexing 
patterns, e.g. separating asynchronous event emitters from a 
synchronous event processor by means of an event queue 
mechanism, i.e., combining sequenced operations inside of 
one dedicated thread (the event processor) instead of using 
explicit synchronization between several threads to enforce 
the sequencing. 

Reduce the number of interleavings—Besides the raw 
number of threads, the state space is affected by the number 
of potential interleavings of these threads. While there exist 
automated techniques to reduce these interleavings (partial 
order reduction), most model checkers include some kind of 
interface to denote atomic sections (code which does not 
interfere with other threads). Previous versions of JPF 
supported two primitives: Verify.beginAtomic() and 
Verify.endAtomic(). They were used to mark a section of 
the code that would be executed atomically by the model-
checker – i.e., no thread interleavings are allowed. 

 

These calls are deprecated in the current version of JPF 
which by default supports partial order reduction instead.  

5. APPLICATION OF A D4V DESIGN PRINCIPLE  

As indicated in the previous section, SAFM generally 
followed coding standards appropriate to high-criticality 
software. We identified several issues in SAFM that 
specifically related to D4V and model checking. We 
investigated these issues in detail in the sequencer 
component of SAFM. The first issue was the complexity of 
a critical method in the sequencer component involving a 
complex conditional statement; this presented us with an 
opportunity to apply one of the D4V guidelines. The second 

Verify.beginAtomic(); 
 
... // code without side effects  
// outside this thread 
 
Verify.endAtomic();

class A { 
  X *x; 
  void f (...) { 
    x->modify(); 
    ... 
  } 
}; 
 
class B { 
  X *x; 
  void g (...) { 
    x->modify(); 
    ... 
  } 
}; 
 
... 
X *x = new X(...); 
A *a = new A(...); 
B *b = new B(...); 
a-> setX(x); b-> setX(x); 
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was a subtle bug that was introduced when a newly added 
requirement was not implemented completely by the 
developers. We initially identified this defect not by 
applying the model checker but by inspection during the 
translation. We then used the ability of the model checker to 
provide better coverage than the existing testing framework 
that came with SAFM, in order to detect that bug.  
 
In this paper we show the effects of the D4V modification 
on the use of the Java PathFinder (JPF) model checker and 
also on increased coverage provided by JPF in order to 
reveal the bug. We— 
 

• selected relevant metrics, 
• ran JPF on the original SAFM code containing the 

bug and obtained data for these metrics,  
• made the D4V modification, and  
• obtained the metric data for the modified code. 
 

The metrics show a significant reduction in the resources 
needed to apply the JPF program model checker to detect 
the bug. 
 
We confirmed with the SAFM development team that the 
apparent defect is indeed a real defect. This defect was not 
revealed by the SAFM test environment and the developers’ 
code review process, and would have been difficult to find 
using traditional testing or by simply applying program 
model checking to the original code.  
 
In addition to simplifying the code, the D4V modification 
made the previously-undetected bug quickly identifiable by 
reducing the length of paths that had to be checked to 
ensure detection. This confirms that the D4V approach 
increases the efficiency of program model checking.  
 
In the subsections below we discuss details of the D4V 
guideline violation, resolution of the problem, and its 
impact on model checking.  

Guideline violation—One of the D4V guidelines relates to 
the use of polymorphism. Programs, especially those 
converted from non-OOP languages like C, sometimes use 
state where they should use inheritance. Figure 1 shows an 
example of this in C++. 
 
In this example the variable “type” is used to explicitly store 
the type of an instance of class A or B. It is initialized in the 
constructors of both classes and is used in the A::foo() 
method to determine the exact type of the object so that the 
appropriate operations are carried out. Besides being error 
prone (type initialization, branch-completeness) and 
breaking abstraction rules (base classes should not have to 
know about their concrete derived classes), this produces 
more code (the branches) and more data (type fields) that 
need to be handled by the model checker. 
 

 
Figure 1 Use of an explicit state variable to determine 
object type 
 
One could use the inheritance mechanism in C++ to do this 
as shown in Figure 2. 
 

 
Figure 2 Use of built-in inheritance to determine object type 
 
We identified a similar problem in our case study. In the 
sequencer component of the original SAFM C++ code, 
instead of using the existing type hierarchy (shown in 
Figure 3), the developers used the names of the scenarios in 
a complex conditional-statement in order to decide the type 
of the scenario to run next. 
 

class A { 
  virtual void foo(…) { 
    … /* doAStuff */ 
  } 
}; 

class B : public A { 
  virtual void foo(…) { 
    … /* doBStuff */ 
  } 
}

class A { 
  int type; 
 
  A (…) { 
    type = TYPE_A; 
    … 
  } 
 
  void foo(…) { 
    … 
    if (type == TYPE_A) 
      … /* doAStuff */ ; 
    else if (type == TYPE_B) 
      … /* doBStuff */ ; 
    … 
  } 
}; 
 

class B : public A { 
  B (…) { 
    type = TYPE_B; 
    … 
  } 
  … 
}; 
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Figure 3 Scenario Type Hierarchy 
 
Figure 4 shows a segment of the Java model which 
represents the problem as we found it: 
 

 
 

Figure 4: Segment of model showing the D4V issue 
 
 
The problems with this code are that: 
 

• it is excessively complex (has too many condi-
tions) for the functionality that it performs, and  

• its complexity masks a bug. 
 

The large number of name string comparisons done at 
runtime could easily be avoided with the proposed D4V 
modification. For example when the for-loop picks scenario 
blueScenario17 as the next scenario to initialize and 
process, in addition to the last name comparison, 17 other 
name comparisons for other scenarios are performed, before 
the scenario type is decided. This corresponds to 17 extra 
nodes in the control flow graph used to determine 
cyclomatic complexity. The complexity decreases 
performance (in both space and time). 
 
Comparisons based on string constants can be erroneous 
(e.g., if the strings are entered incorrectly). Testing this code 
thoroughly requires—  
 

• checking that all the scenarios have the right names 
– names that match their types - (21 scenarios – 21 
name checks) and 

• checking that the names of the scenarios in the 
conditional statement are correctly entered and 
match the actual scenario names. 

 
In addition to masking the bug, which we describe later, the 
complexity of the original implementation also makes it 
more difficult to maintain and extend the implementation. 
For example, if a new scenario type is added, all the 
conditional statements that decide the scenario type based 
on its name in the original code must be modified to include 
comparison for the new scenario’s name. 
 
Resolution of the problem—The built-in type inheritance 
and method overriding mechanisms in the C++ language 
can be used to determine the types of the scenarios instead 
of using an explicit state variable (the scenario’s name 
string) to make that decision.  
 
To implement this change we declared a new isBlue() 
virtual method in the ModelScenario class which is 
defined in the ModelGreenScenario, and Model-
BlueScenario classes returning false and true 
respectively. The method is also (re)defined (i.e., 
overridden) in the ModelCurrent scenario returning true 
if abcFlag is false. We then replaced the complex 
condition in the inner if-statement with a single call to the 
isBlue() method as shown in Figure 5: 

 

BlueScenarioType3 
BlueSenarioType2 

ModelScenario 

ModelBlueScenario ModelGreenScenario 

ModelCurrent 

GreenScenarioType3 
GreenScenarioType2 

GreenScenarioType1 BlueScenarioType1 
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Figure 5 D4V modification simplifying the code 
 
This design change reduced the cyclomatic complexity of 
the source code, which, in turn, reduced the number of tests 
required to achieve branch coverage. The cyclomatic 
complexity of the processScenarios() method 
compared with the original C++ code dropped by 18 – from 
32 to 14.   
 
Unlike the original code, the revised code does not perform 
name comparisons. The virtual method dispatching 
mechanism chooses the right scenario based on the object 
type hierarchy and invokes its isBlue() method. It does 
not need to invoke any other scenario’s isBlue() 
method. It is invoked only once in the conditional part of 
the inner if-statement. 
 
Testing the revised source code does not require testing the 
method dispatching mechanism itself (the compiler and 
runtime environments are separately certified, as 
appropriate). Only three definitions of the is-
Blue()method need to be tested. It is not necessary to test 
for each instance, as is the case for each scenario name in 
the original version. 
 
In fact, the model could be further simplified by completely 
removing the name of the scenarios altogether; this reduces 
the size of the state vector which leads to better savings in 
time and memory. We did not do that here because we 
wanted to show the effect of the specific D4V change only. 
 
The change also improves extensibility and maintainability. 
In the future, scenarios can be added and referenced in this 
code without having to verify that their names are entered 
correctly and that they match the corresponding types—
resulting in fewer specifications to test. This is an especially 

significant improvement for our example, because it 
eliminates the need to test implicit assumptions about the 
scenario name to type mappings. Such assumptions should 
be made explicit in the artifacts, for example as comments 
in the code and as assertions which can be used by a 
verification tool like a model checker. They also need to be 
linked upward to the relevant items in the requirements 
document. Existence of such unstated but critical 
assumptions accurately reflects our experience with the 
actual NASA application. All that is needed in the new 
version of our example is to extend the right class, 
ModelBlueScenario or ModelGreenScenario, and 
then the existing type hierarchy and virtual methods take 
care of the rest. 
 
 
Impact on model checking—As shown in Figure 5 the first 
if-statement sets the abcFlag value to true if the 
modeIndex is set to MODE_3. In the third if-statement (the 
one modified as part of the D4V change) the same variable 
is used to decide if a current scenario is a blue scenario or a 
green one in order to set its parameters appropriately before 
processing it (calling the processThis() method). 
Therefore both values abcFlag and modeIndex are used 
to make this decision.  
 
However, we found that the current scenario’s processT-
his() method as shown in Figure  6, in order to decide 
whether to run a blue or a green scenario, checks only the 
abcFlag value and fails to check modeIndex. This 
results in an inconsistent state where the scenario 
parameters can be set up as one type of scenario but may be 
run as another type.   
 

 
Figure 6 An erroneous condition in processing a current 

scenario 
 
We found this bug not through application of the model 
checker but by visual inspection while trying to create the 
model in order to show the effects of the proposed D4V 
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change. To confirm the bug using the model checker, we 
inserted the following assertion to check the value of 
modeIndex in the first branch of the if-statement: 
 
Assert(modelInput.getModeIndex() 

!=ModelSequencer.MODE_3) 
 
We also used the model checker’s choice generators to 
generate test data sets to allow the model checking to cover 
the state space with respect to the 3 input values used by our 
model. 
 
Software model checking requires making “good” choices 
to reach the suspect system states within the resource 
constraints of the tool and execution environment. The 
mechanism used by JPF to systematically explore the state 
space by generating random and non-deterministic choices 
is called ChoiceGenerators. 
 
JPF provides a number of methods in its 
gov.nasa.jpf.jvm.Verify class that are used for 
generating data choices. Within our model we have used 
two of these methods: getBoolean() and getInt(): 
 
abcFlag= 
 gov.nasa.jpf.jvm.Verify.getBoolean(); 
seqModeIndex= 
 gov.nasa.jpf.jvm.Verify.getInt(-2, 6); 
applicable= 
 gov.nasa.jpf.jvm.Verify.getBoolean(); 
 
The abcFlag and applicable values are set by 
invoking the getBoolean() method which returns 
random choices of true or false. The seqModeIndex 
value is set using the getInt() method which randomly 
selects integer values between -2 and 6, the range of the 
values for this variable in the original code. The model 
checker tries all these values by backtracking to the same 
invocations multiple times until all the values that could be 
generated by these methods are actually returned and used. 
We ran the model checker with this setup. 
 

The metrics collected while running JPF in order to find 
the bug, for before and after the proposed D4V change, 
are shown in Table 1 together with the percentage 
improvements: 
 

 
 

Metrics 
Before  
D4V 

After  
D4V Improvement

Number of choices 36 36   

Total Bytecode 
Instructions Executed 202993 72168 64% 

Relative time [ms] 1658 1242 25% 

Search depth 3 3   

New states 47 47   

Revisited states 0 0   

End states 29 29   

Backtracks 43 43   

Processed states 15 15   

Restored states 0 0   

Total memory [kB] 5368 4652 13% 

Free memory [kB] 0 0   

State Vector Length 1360 1360   
 
Table 1 Metrics for before and after D4V modifications 

 
While most of the metrics are the same before and after, this 
simple modification has a significant impact on the time and 
memory usage of the model checker required to find the 
bug. Note that the savings may be exponential in practice. 
In this simple sequential example we are dealing with only 
three input values – two Booleans and an enumerated type 
with 9 possible values making a total number of 36 different 
test cases. Only 2 values (a Boolean and the enumeration) 
are directly involved in driving the model to the erroneous 
state. In more realistic cases where we are dealing with 
hundreds of input values or multithreaded applications with 
arbitrary thread interleavings, D4V modifications can have 
a significant impact on model checking performance.  
 

6. FUTURE WORK 

The case study, in which the D4V results reported here were 
obtained, has concluded. The experience with this case 
study and with others is the basis for a practitioner’s 
guidebook to program model checking to be delivered to the 
NASA Independent Verification and Validation Facility at 
the end of March, 2007. R&D on program model checking 
for C++ continues at NASA Ames Research Center's 
Robust Software Engineering group, using a strategy that 
addresses the major issues associated with source-to-source 
translation.  
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