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This paper presents an adaptive flow control approach for controlling flow separation in a stator cascade
within a low-speed axial-flow compressor using an air injection technique. Flow separation usually manifests
itself as an increase in a total pressure loss across a blade row. A 1-D unsteady flow model based on the Euler
equations incorporating a pressure loss parameter is used to design a feedback control of the total pressure
at the outlet. The air injection control is formulated as a pointwise control in the interior region of the solu-
tion domain of the Euler equations. The feedback adaptive control strategy relies on a recursive least-square
parameter estimation to estimate the effectiveness of air injection. A nonlinear trajectory optimization is devel-
oped in order to determine an optimal air injection gain schedule. A gradient-based computational procedure
based on a wave-splitting finite-difference method is implemented for the optimization method. Disturbances
due to variations in the inlet flow condition at the stator blade row are minimized by a quasi-steady state
error-correction feedback optimal control in order to maintain a desired air injection value. The nonlinear
optimization and quasi-steady state feedback optimal control are based on a recent adjoint method for the
Euler equations. A numerical simulation demonstrates the effectiveness of the proposed flow control strategy.

I. Introduction

An aircraft gas turbine engine comprises several major aero-mechanical components including compressors, com-
bustors, and turbines. Within a compressor stage, stator and rotor cascades provide alternate flow passages through
which a diffusion process takes place that results in an increase in the static pressure. Under critical operating condi-
tions such as those during takeoff and landing, mass flow deficit or inlet distortion may result. As a consequence, the
incidence angle on the blade row may increase substantially beyond an acceptable limit, thus causing stall and flow
separation. Current research in flow control in gas turbine engines addresses the needs for improving the design and
operation of compressors by flow control augmentation methods. The benefits of flow control technologies could one
day lead to new aircraft gas turbine engines that would be more efficient to operate by lowering the fuel consumption,
or more environmentally friendly by reducing harmful NOx emissions.!

Compressor flow control methods have been investigated by many researchers and there exists a large body of
knowledge pertaining to this area of research.>* Recently, a fluid injection flow control concept has been developed at
NASA Glenn Research Center for flow separation control in a stator cascade.’ Highly specialized flow control vanes
are fabricated to incorporate a series of air injection slots on the suction surface as shown in Fig. 1.
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Fig. 1 - Flow Control Stator Vane

The air injection coverage is from approximately 10% to 90% of span and is constrained by the vane cavity design.
The flow control vanes produce steady injection or unsteady injection when coupled with an external flow modulating
valve. The optimal air injection location is on the suction surface at 35% of chord as determined in a wind tunnel
study performed by the Illinois Institute of Technology.® In all vane configurations, the injection angle is pitched at
30° relative to the vane upper surface to impart a streamwise momentum to the flow. The working principle of the
air injection flow control is based on the well-known boundary layer physics which shows that the boundary layer
growth can usually be attenuated by a high momentum small-scale flow, which helps energize the low momentum air
accumulated near the blade suction surface by promoting fluid momentum exchange. Experimental testing in the Low
Speed Axial-Flow Compressor (LSAC) test facility at NASA Glenn Research Center has demonstrated that this flow
control method is effective in reducing a flow blockage caused by a boundary layer growth formed within a stator
cascade.’ The current flow control concept is an open-loop implementation without any feedback. This study will
address the feedback design for this flow control concept.

Fig. 2 - NASA Glenn Low Speed Axial-Flow Compressor (LSAC) Test Facility

Fig. 2 shows the LSAC test facility. The LSAC compressor is driven by a 1,500-hp variable speed motor and
consists of an inlet guide vane and four identical stages designed for accurate low-speed simulation of the rear stages
of a high-speed core compressor. With reference to Fig. 3, the first two stages are used to set up a repeating stage
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environment. The third stage is the focus of research measurements, while the fourth stage acts as a buffer to the exit
conditions. The flow path has an outer diameter of 1.219 m and a hub-tip radius ratio of 0.80. The nominal rotor
tip and stator seal clearances are 1.4% and 0.6% of span respectively. Rotor tip speed is 61 m/sec and nominal axial
velocity is on the order of 25 m/sec. The flow control stator vanes located in the third stage are designed by applying
modified NACA 65-series thickness distributions to modified circular-arc mean lines.
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Fig. 3 - Compressor Stages

In order to implement this flow control concept, an effective feedback control strategy must be employed. More-
over, the flow control strategy must be capable of a real-time execution in a gas turbine engine operating environment.
A prevailing method in the flow control research is based on the Moore-Greitzer model,® which is widely used to study
stall control. This model is a three-state model for a compression system based on a single mode Galerkin projection.
The problem with the Moore-Greitzer model remains that it is based on a reduced parametric model of compressor stall
dynamics whose parameters are difficult to estimate due to highly complex stall flow. Furthermore, the Moore-Greitzer
model is based on incompressible flow and does not address the intermediate flow along a compressor cascade. In this
paper, we present a feedback adaptive flow control design using a physics-based distributed model based on the 1-D
unsteady Euler equations for compressible flow. This model-based flow control can have a wide range of applicability
beyond the immediate flow control problem in a compressor cascade. A loss parameter is incorporated into the Euler
equations to represent the effect of the total pressure loss due to flow separation. The air injection mass flow control
is formulated as a pointwise control within the interior region of the flow passage through the flow control vanes. An
adjoint-based optimal control theory for the 1-D Euler model is developed for the flow control approach.

II. Diffusion Concept

In diffusing flow, stall often occurs due to the presence of an adverse pressure gradient. Stall flow usually manifests
itself as a reduced static pressure recovery and an increase in the total pressure loss.” Thus, the total pressure loss can
be seen as an indicator for stall or flow separation. Lieblein showed that the stall onset relates to a parameter known
as a diffusion factor which is well correlated with the boundary layer wake momentum thickness in the minimum-loss
region of a 2-D compressor cascade.® A local diffusion factor D;,, is defined as the the ratio of the velocity difference
between the maximum velocity V4, and the outlet velocity V5 to the maximum velocity on the suction surface

Vmaz - V2
Dijpe = ———— 1
loc Vma;l; ( )

Typically, a detail knowledge of the velocity distribution on a compressor blade section is usually not known, so
Leiblein alternatively defined a more convenient form of the diffusion factor based on the inlet and outlet velocities of

the cascade according to
Va AVy

D:(l—vl>+2w1 @)

where D is the diffusion factor, o is the solidity, AVjp is the change in the tangential velocity through the cascade, and
the subscripts 1 and 2 denote the inlet and outlet condition, respectively.
For an incompressible 2-D cascade, Eq. (2) becomes

D= <1 _ cosp 1> + BL (tangy — tandy) 3)

cos3 20

where [ is the air angle.
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A theoretical analysis of incompressible 2-D cascade total pressure loss® shows that the wake momentum thickness
0* correlates well the the total pressure loss coefficient i, based on the inlet condition according to the relationship

. 2 2H,
. po1—Do2 (0 o cosf T —1
W =—"——"= =2 — 3 4)
Po,1 — P1 ¢ )4 cosfFa \ cosf {1 — (&), 2 }

2 cosf2

where py is the total pressure, 6*/c is the ratio of the wake momentum thickness to blade chord, and H; is the wake
form factor.

Hence, an increase in the wake momentum thickness resulting from flow separation in the cascade directly trans-
lates into an accompanied increase in the total pressure loss. Fig. 4 obtained from NASA SP-36 report® illustrates the
diffusion factor correlation for a NACA 65-(A;0)10 low-speed compressor cascade .
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Fig. 4 - Diffusion Factor Correlation

As illustrated in Fig. 4, the diffusion factor is correlated well with the total pressure loss coefficient as defined
in Eq. (4). Lieblein showed that the total pressure loss coefficient is generally a reliable indicator of the momentum
thickness of the boundary layer formed over the blade surface. Thus, the larger the total pressure loss coefficient is,
the thicker the boundary layer becomes. It is generally accepted that the stall onset occurs at about a diffusion factor
of about 0.55 where the total pressure loss begins to increase rapidly® due to the thickening of the boundary layer, as
can be seen in Fig. 4.

Based on the diffusion concept, it is reasonable to say that controlling flow separation is tantamount to controlling
the total pressure loss. The most direct effect of this total pressure loss control is an increase in the static pressure
recovery in a diffusing flow through the stator cascade. More importantly, this control also brings about a reduction in
the boundary layer thickness, which therefore increases the turning angle and hence decreases the angle of attack on
the rotor blade row to alleviate the stall flow on the rotor.

Thus, in a compressor environment, the total pressure measurement across a blade row can provide an indication
of the potential stall onset. Typically, designers should know the design total pressure loss across a blade row, which
could also be measured directly by running the compressor at the design point. When operating substantially above
this design value, for example twice the design loss, an inference could be made about a probable flow separation
event in the compressor that needs to be corrected. Flow control vanes can then be activated to inject bleed air into the
flow passage in order to bring about a reduction in the total pressure loss.

III. Adaptive Flow Control Architecture

In this study, a model-based flow control approach is proposed for controlling the total pressure loss across a stator
cascade equipped with flow control vanes. The flow control architecture incorporates an adaptive parameter estimation
that can estimate on-line the relationship between the air injection mass flow and the total pressure loss under varying
engine operating environment. To minimize errors in the parameter estimation during the initial phase of estimation,
CFD modeling will be used to provide data for an off-line estimation. While CFD technologies has been advancing
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rapidly in many facets of fluid dynamics applications including turbomachinery, the complex nature of flow separation
still pose a significant challenge in estimating total pressure losses in a compressor cascade using CFD modeling alone.
Nonetheless, CFD modeling can greatly complement the limited knowledge obtained from experimentation to provide
a more complete understanding of the flow characteristics. An effective flow control architecture therefore should
incorporate both CFD modeling as well as experimental data in its design by leveraging the complementary nature of
analytical and experimental methods.

Realizing that the flow environment in a compressor stage within a gas turbine engine can be quite complex, any
flow control concept cannot possibly address all the subtlety of the real flow details in an actual gas turbine engine.
Therefore, while the proposed flow control concept based on the 1-D Euler model may appear to overly simplify the
real flow inside a compressor cascade, the incorporation of the parameter estimation into the flow control architecture
is designed to complement the analytical model with real data from the gas turbine engine as an attempt to address
the real flow problem. This approach is equivalent to the design process of a compressor which traditionally can be
performed with simplified mathematical modeling combined with cascade empirical correlations to accurately estimate
the velocity distribution within the cascade.

The road map for this fundamental research is to initially develop the proposed flow control concept that can be
implemented in the LSAC test facility for demonstration of its feasibility. While the LSAC compressor is a low-speed
compressor, it shares a number of similar features with the low-pressure compressor spool in a modern gas turbine
engine, including a high hub-to-tip ratio and a high blade loading design, that make it a suitable flow control research
environment for gas turbine engines. This would potentially facilitate the technology transition into gas turbine engines
at the end of the research phase.

Fig. 5 illustrates a simplified block diagram of a flow control architecture which comprises three major features:

Off-Line CFD
Modeling

L

Recursive Least-
> Square Parameter
Estimation

I

Nonlinear Control Yref
Trajectory Planning

On-Line Sensor/
Actuator Data

Air Injection _
Controller Stator Cascade e

Error-Correction
Feedback Control Ay

Fig. 5 - Flow Control Architecture

1. A recursive least-square parameter estimator is incorporated into the flow control architecture in order to esti-
mate a total pressure loss parameter that relates the air injection mass flow and the total pressure loss. The total
pressure loss data are obtained from experimental testing in the LSAC test facility at NASA Glenn Research
Center. Additionally, a CFD modeling will be performed to provide total pressure loss data at various different
air injection mass flow values and compressor configurations that were not available from experimental data.
The CFD data will then be used for an initial off-line estimation of the air injection control effect on the total
pressure loss. During an actual engine operation, as data become available from actual pressure, temperature,
and flow sensors and air injection control actuator, the recursive least-square estimator continues to improve the
accuracy of the model parameter. The parameter estimation therefore allows the controller to be adaptive to
different engine conditions than anticipated and also to be better responsive to system uncertainties.

2. A nonlinear trajectory optimization is designed to provide a tracking control for maintaining a given target total
pressure at the outlet of the stator cascade. The trajectory optimization is based on an adjoint method for the
1-D Euler equations with an interior pointwise control input that represents the air injection mass flow. This
nonlinear optimization can be performed on-line based on a set point input to provide a gain schedule for the
air injection mass flow. A second-order gradient method is implemented to perform this nonlinear trajectory
optimization.
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3. An error-correction feedback optimal control is designed to provide a corrective control that will minimize the
error signals between the model output from the nonlinear trajectory optimization and the actual measurements
of the total pressure at the outlet of the stator cascade. This corrective control is necessary in order to correct for
modeling errors and changing inlet flow conditions which can cause a deviation in the trajectory, hence an error
in the target total pressure.

From the instrumentation standpoint, the flow control architecture will utilize pressure and temperature sensors at both
the inlet and outlet to actively monitor changes in the total pressure loss parameter. When the control system detects
a total pressure loss parameter increasing beyond an allowable threshold, it will dispatch a command to raise the total
pressure at the outlet to a desired value so as to maintain the total pressure loss to within an acceptable limit.

IV. 1-D Curvilinear Unsteady Flow Model

Flow through a compressor cascade is generally unsteady, viscous, and three dimensional as the flow field varies in
both the meridional and tangential planes. In addition to the main flow in the inviscid core, significant secondary flow
fields near the hub and tip regions also exist. Local flow fields around blade sections resulting from the potential effect
at the leading edge and the wake effect at the trailing edge create tangential variations in the global flow field. Tur-
bomachinery flow therefore is a very complex problem to analyze. In spite of the complexity, traditional compressor
design methodologies often rely on simplified analyses that address the dominant features of the flow field. Secondary
effects such as boundary layer blockage, tip clearance flow, and viscous losses are addressed in the design processes by
simplified analytical and/or empirical methods. One such simplification is to ignore the flow field tangential variation
in the bladeless region, thereby resulting in an axisymmetric flow field assumption which has been frequently used in
the compressor design processes.” The flow properties in an axisymmetric flow field therefore can be interpreted in a
circumferential average sense. Another simplification for compressors with slightly varying end wall diameters is by
neglecting the radial flow effect.

In the current flow control concept, the air injection slots admit equal mass flow that depends on sensing at a
particular radial station along the flow control vanes such as the tip radius where the viscous loss is most severe.
Pressure loss information at this blade station is then used in the control design for the air injection. Thus, for this
application, we can restrict the flow field on a cylindrical surface by neglecting the radial flow field effect. The flow
field therefore varies in the axial and tangential directions. While this flow field can be computed by solving the
Navier-Stokes equations using computational fluid dynamics (CFD) methods, the computational speed for even a 2-
D flow is not sufficiently fast for a typical real-time demand in flow control applications. Therefore, reduced-order
modeling has been frequently used in flow control applications'® in recognition that a reduced fidelity of the flow
field modeling can be traded for an increase in the computational speed. Moreover, the detail computed 2-D flow
field around the flow control vanes would tend to provide information that cannot be directly correlated with the flow
control experiment since the measured total pressure losses are usually based on their tangential average values, which
are commonly used in determining a compressor cascade performance based on the diffusion factor concept.

Fig. 6 illustrates a 2-D flow through a compressor cascade wherein the stagnation streamlines in effect form a
curved, diffusing flow passage through the compressor cascade. In this study, we propose a reduced-order model of this
flow field using the 1-D curvilinear unsteady flow Euler equations with a total pressure loss parameter that accounts for
the viscous dissipation of a real fluid caused by flow separation. This parameter is estimated by a parameter estimation
process as a function of the air injection mass flow control, so in effect this parameter provides a means to reconcile
the analytical model with experimental data. The 1-D curvilinear flow field thus represents an average flow through
the cascade at any given cross section normal to the flow. For 1-D unsteady flow, we formulate the following Euler
equations comprising the continuity, momentum, and energy equations in the conservation form with a pointwise
control!!

U, +F(U),+Q(U,z,v) =0 )
with
pA puA JA 0
U=| jpuda |,F(U)= puA + pA L QU.av) = | =pr 4+ GputALy]
pA (e + %uQ) puA (e + %uz) + puA 0

where p is the density, p is the pressure, u is the flow speed, e is the specific internal energy, A (z) is the normal flow
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area as a function of the position x, L is the flow passage length, and £ is the total pressure loss parameter as a function
of the interior pointwise air injection mass flow control v (¢) as well as the curvilinear coordinate .

in

»
T
L

Fig. 6 - Flow Through a Compressor Cascade

The function F is a flux function of the conserved variables, namely, mass flux, momentum flux, and energy flux.
The function Q is a non-homogeneous source term due to the viscous dissipation as well as the area change. The
air injection mass flow control variable v exists at a single location on the suction surface within the cascade flow
passage. Therefore, we refer to this type of control as an interior pointwise control. For subsonic flow, the non-
conservation form of the Euler equations can be used alternatively in terms of the three typical performance variables
in a compressor, namely, the mass flow 1 = pu A, the total pressure pg, and the total temperature 7y according to

Y+ Ay, 2)y. +B(y,z){(z,0) =0 (6)
T
wherey (z,t) = | . po To} is a vector of flow variables and
N T el B S S-S IS C R
AT _GpfTe o [) 4 pr] CEUNE

where, in addition to the previous definition, pg is the total density, 7' is the temperature, c is the speed of sound, and
~ is the specific heat ratio.

The non-conservation form of the Euler equations is more convenient and hence preferred for the adjoint analysis
in this study. Equation (6) in fact also preserves the conservation of mass and energy by observing that its steady state
form is

dy 4| ™ 0

— -1 o M2

= A ) B(y.2)E(z0) & — 1;0 =- WOQTLﬁ ™
0

Equation (6) is a classified as a quasilinear hyperbolic partial differential equation (PDE). The hyperbolicity comes
from the fact that the eigenvalues of A are real and distinct. In fact, it can be shown that A (A) = w,u £ c are
the eigenvalues, which are the wave propagation speeds in a fluid medium. Subsonic flow therefore involves two
waves propagating downstream and one wave propagating upstream from the source. Since the flow information is
propagated in both directions, data must exist at the two end point boundaries. Furthermore, the number of upstream
and downstream boundary conditions must match the number of upstream and downstream wave speeds. This is
known as the boundary condition compatibility. Accordingly, we need to impose appropriate boundary conditions for
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this flow model based on the sign-definiteness of the eigenvalues. Let x = 0 denote the coordinate at the cascade inlet,
and x = L denote the coordinate at the outlet, then these boundary conditions may be specified as

Fy (0,t) + (I-F)y(L,t) = G(t) + v (1) ®)
where the subscript 7" denotes a matrix transpose operation, I is the identity matrix of size 3, I is the first row vector

of I,

0
0
1

5
Il
o oo
o~ o

and G (t) = [ Min  Poin  Lo,in }T is the inlet flow condition.

Equation (8) satisfies the boundary compatibility condition. We note that the boundary condition (8) specifies that
the mass flow quantity at the outlet is equal to that at the inlet plus the air injection mass flow. We also impose an
initial condition based on the flow initially at a steady state condition according to

y (2,0) = yo (2) ©
so that yq () is a solution of Eq. (7) with a compatible boundary condition
Fyo (0) + (I F)yo (L) = G (0) + I{v (0) (10)

Equations (6), (8), and (9) thus completely define the 1-D model of a through flow through a compressor cascade.
An advantage of this 1-D model is that we can set up a flow control problem for multi-stage compressor cascade
without requiring extensive computing resources and it allows experimental total pressure data to be incorporated
directly into the analytical model via the total pressure loss parameter. For the current research, we will use this flow
control model on a single stator row.

V. Loss Parameter Estimation

The total pressure loss parameter £ in Eq. (6) models the total pressure loss in the compressor cascade. For air
injection control, we postulate that this total pressure loss parameter is a non-negative function of the air injection
mass flow control variable v that would result in a lower total pressure loss than when the air injection is not active.
Thus, we have the following equation

£(z,v) =& — Al (z,v) 20 (1)
where & is the baseline total pressure loss parameter without air injection control and 0 < A¢ < & is a total pressure
loss reduction parameter due to air injection mass flow.

The baseline total pressure loss parameter is measured directly from the total pressure loss or estimated from a

diffusion factor correlation as
lIl Po,1

§o=ﬁw1=ﬂm (12)
0 2L

Using this model, controlling flow through a cascade is tantamount to controlling the total pressure loss reduction
parameter via the air injection mass flow input to reduce the total pressure loss through the cascade. Generally, this total
pressure loss reduction parameter is not known a priori and must be estimated as a function of the air injection mass
flow. The LSAC experimental data are used to establish the relationship between the air injection mass flow control
and the total pressure loss parameter. The experimental data indicate that the total pressure loss parameter could be
approximated as a quadratic function of the air injection mass flow control as shown in Fig. 7. The advantage of the
quadratic relationship is that the control derivative is linear and therefore easier to implement in a nonlinear trajectory
optimization process. More importantly, the quadratic relationship will enable an efficient optimization process to
compute a nonlinear air injection mass flow control gain schedule. Hence, we select the following functional form
for estimating the pressure loss relationship as a quadratic function of the interior pointwise air injection mass flow
control variable v

R 0 x <a, Yv (t)
A6 _J a0 0] 4> ut) < v a3
max 1 T>a, v (t) > Vsat
8
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where x = a is the coordinate of the air injection location on the stator blade taken to be 35% of chord, vsg; is the
saturation air injection mass flow taken to be about 1.54 x 10~* slug/sec or 0.86% of the total mass flow.
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Fig. 7 - Total Pressure Loss Reduction Parameter Estimation

This model accounts for a control saturation when additional air injection beyond this value causes no further
reduction in the total pressure loss. Also, the model assumes that the total pressure is unaffected upstream of the point
of air injection on the stator blade. The initial estimate of the parameter A&, ., is computed to be 0.039 from an
off-line least-square method using the LSAC test data as well as CFD data. The estimated functional relationship of
the total pressure loss reduction parameter with the air injection mass flow is plotted in Fig. 7.

During an air injection flow control actuation, this parameter is continuously refined by a more efficient recursive
least-square method which revises the new estimation incrementally using the results of the prior estimation. The
equation of the recursive least-square method is'?

A A — — -1 A
Abmar,itt = Az + (HIH) Y, [Hin (IR B (200 + B Adnaes)  (14)

T
wherez = | A& A& ... A&, } and
U1 2 __un
Vsat Usat
V2 _ L2
H _ Vsat Usat

Un 2 _ _Un
Vsat Vsat

The idea is to start out the air injection control using an initial estimate of the total pressure loss reduction pa-
rameter. The nonlinear trajectory optimization computes an initial air injection control trajectory for flow control
implementation. After a predetermined n number of time steps, the computation uses the recently available total pres-
sure loss data and the air injection mass flow input at the previous n time steps to revise the initial estimate of the total
pressure loss reduction parameter using the recursive least-square method. The nonlinear trajectory optimization then
uses this newly revised parameter and computes a revised air injection control trajectory. This process is then repeated
for every n numbers of time steps until a desired total pressure at the outlet is achieved. A similar process can also be
implemented in the error-correction feedback using the deviation of the estimated parameter.

VI. Adjoint-Based Trajectory Optimization
A trajectory optimization is developed to compute a control gain schedule for the air injection control to achieve
a total pressure set point at the outlet. Since fluid flow is governed by the nonlinear Euler equations, the trajectory
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optimization is a nonlinear programming optimal control problem. Optimal control of distributed systems modeled
by PDEs such as the Euler equations is a current subject of many mathematical research. In fluid problems, one
approach is to transform the Euler equations into a system of ODEs by means of numerical discretization techniques
such as finite-difference methods'” or finite-element methods.'® Discrete adjoint equations are then formulated for this
discretized system. Another approach is to obtain continuous adjoint equations directly from the Euler equations via
optimality conditions. This approach enjoys a considerable popularity in the aerodynamic shape optimization studies
involving the Euler and Navier-Stokes equations.'* The continuous adjoint approach is generally preferred over the
discrete adjoint approach for Navier-Stokes flow problems.'> In this study, we present a continuous adjoint method
for a time-based optimization of the 1-D unsteady Euler equations. This is a significant difference from the adjoint
approaches used for the aerodynamic shape optimization.'* '3

For the problem at hand, we would like to minimize the following linear-quadratic cost function with a fixed
terminal time ¢ subject to Egs. (5)-(9):

J=3 /O ' {[y (L,t) —ya (D) QL [y (L,t) — ya (L)) + R (v — vd)Q} dt (15)

where @) > 0 and R > 0 are some weighting factors, I is the second row vector of I such that Iny (L, t) = po (L, t),
and Ioyq (L) = po,a (L) and vg < vsq are the desired total pressure set point at the outlet and the corresponding air
injection mass flow control computed from the steady state Euler equations

d
A(yd,x)%—i-B(yd,x)g(x,vd) =0 (16)

The necessary conditions for optimality of this system can be obtained from the variational principle. To that end,
we now introduce the following dual Hamiltonian system'®

Hy (y,z,0,A) = -ATB¢ (x,v) 17)

Hy (y (Ovt) Y (Lvt) ) Uy 77) = [y (L’ t) —Yd (L)]T IgQI2 [y (Lvt) —Yd (L)] + %R(U - 'Ud)2

+n" [Fy(0,t)+ I-F)y(L,t)— G —I{v] (18)

N | =

where X (x,t) is a continuous adjoint vector for Eq. (6) and n (¢) is an adjoint vector for the boundary condition (8).
Then the augmented cost function becomes

ty

ty L
T / / [Hy = AT (yo + Ay dadi + [ Hade (19)
0 0 0

We compute the first variation of the cost function J as
ty L
0J = / / [Hl_,y(;y + Hy ,0v — AT (0y: + Ady. + Ayyzdy)} dxdt
o Jo

ty
+ / [Ha,y(0,6)0y (0,t) + Ha y(1,0)0y (L, t) + Haodv] dt - (20)
0
Invoking the Green’s theorem yields

[[ AT (Oy: + Ady. + Ayy.dy) dedt = — [ ()\tT +ATA ¢ ATAI) Sydzdt + b @1)
Q Q

where the boundary condition term b is computed by integrating the contour integral on the boundary I' with zero
variationsof batz = O and ¢t = 0

b= f{ (ATA5ydt— )\T5yda:) - / N [AT (L, t) A (y (L,t), L) 8y (L,t) — AT (0,£) A (y (0,),0) 8y (0,4)| dt
o 0

L
-|—/ )\T(a:,tf)dy(:zr,tf)da: (22)
0
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Using the foregoing results, the first variation of the cost function J becomes

ty L L
5T = / / [(Hl,y + AT +aTA + ATAI) Sy + Hl,vau} dwdt — / AT (z,t5) Oy (a, tf) da
0 0 0

_ /tf [)\T (L) A (y (L,t), L) 8y (L,t) — AT (0,t) A (y (0,1),0) 6y (o,t)} dt
0

ty
+ / [Hg)y(o)t)(Sy (0,t) + Ha y(1.4)0y (L, t) + HQ;UCSU] dtdx (23)
0

Necessary conditions for optimality for a relative minimum of the cost function J require that its first variation be
zero for any arbitrary admissible variation. As a result, we obtain the following adjoint equation and split boundary

conditions
A+ (ATX) +H, =0

AT (y (07 t) 70) A (07 t) + H;jy(o,t) =0
AT (y (La t) ) L) A (La t) - Hg?y(L,t) =0
Equations (25) and (26) can be expanded as

AT (y (0,£),00X(0,t) + FInp=0

AT (y (La t) ) L) A (La t) - (I - FT) n— IgQIQ [y (La t) —Yd (L)] =0
Subtracting Egs. (28) from (27) gives

n=—A"(y (0,4),0)A(0,t) + AT (y (L,t) L) A(L,#) = 5 QL [y (L,t) — ya (L)]
Upon simplification, the adjoint equation can be written as
Ai+ (ATA) —Bl&(z,0)A=0
subject to the following boundary and terminal-time conditions
(I-F") AT (y (0,£),0)X(0,t) + FTAT (y (L,t), L) A (L,t) = FTI} QLz [y (L,t) — ya (L)]
Az, tr)=0
From the optimality conditions, we also obtain an optimal control for the air injection mass flow as

L
/ H{,dz+Hj;,=0
0

This can also be written as

(24)
(25)
(26)

27)

(28)

(29)

(30)

€29

(32)

(33)

2A§maz < v ) /L T T T
— B Adz+R (v —wvq)+11 [A" (y (0,£),0) X (0,t) — A" (y (L,t), L)X (L, )] =0
VUsat Vsat 0

forz > aand v (t) < vsar.

(34)

Using the functional relationship in the parameter estimation, the optimal air injection mass flow control can be

directly solved in terms of the adjoint vector A (z, t)

0 v <0
v =sat (Vopt) = ¢ Vopr 0 <V < Vgt
VUsat v 2 VUsat
11
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where

286m0s (1 _ v—) JEBT Az + 1, [AT (y (0,£),0) A (0,¢) — AT (y (L,t), L) A (L, 1)]

Vsat Vsat

Vopt (t) = vag — (36)

28¢mas (L
R — 255mes [* BT Ad

Equation (36) is the optimal control solution for the interior pointwise air injection mass flow control. It depends
on the solution of the continuous adjoint vector A (z, t), which would require solving the adjoint equation (30) with
its terminal-time and boundary conditions (32) and (31). We see that in order to ensure a non-singular optimal control
solution, we require that

L
R# mgﬂ / BT \dz (37)
Usat 0

Since A (z,ty) = 0, then the optimal control will converge to the desired air injection mass flow control as t — .
We also want to ensure that the desired air injection mass flow control is not too close to the saturation value since the
control will not be as effective beyond this value.

VII. Computational Method

To compute the air injection optimal control trajectory, we implement a Newton-Raphson or second-order gradient
method. First, we assume an initial but arbitrary control trajectory. Using this control, we proceed to solve a two-point
boundary value problem involving the Euler and adjoint equations using a wave-splitting, explicit-scheme, finite-
difference upwind method.!” The new update on the control trajectory can then be computed from Eq. (36). The
whole iterative process is repeated until a convergence on the control trajectory is achieved.

A general gradient method is given as

VR = F — akaf (38)

where k denotes the k-th iteration, 0 < & < 1 is the update weight, and

L
H, = / H{,dz + Hj, (39)
0

To implement a second-order gradient method, we set

e = H.! (40)
where H,, is the Hessian of the Hamiltonian with respect to the control, which is evaluated as
L L
2A max
H,, = / HE  dx+HY,, =R~ §7/ B \dx (41)
0 ’ ’ Vsat 0

To solve for the optimal control in the gradient method, we need to compute the continuous adjoint vector X (z, t),
which in turn requires the solution of y (z,¢). Thus, both Egs. (6) and (30) and their associated initial or terminal-
time and boundary conditions must be solved simultaneously. We implement the solutions of the Euler and adjoint
equations using a wave-splitting, explicit-scheme finite-difference upwind method. To that end, we assume that the
flow is entirely subsonic. Then, the eigenvalues of the matrix A have mixed signs. The matrix A can then be splitted
into a semi-positive definite matrix and a semi-negative definite matrix as

A=A"+A" (42)
where )

AT =®ATD

A =3A 3!
with @ a matrix of right eigenvectors and

u+c 0 0 0 0 0
AT = 0 uw 0|>0,A"=]|00 0 <0
0 0 0 0 0 u—c
12
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Equation (6) can be written in a wave-splitting characteristic form as

S ly, +AT® ly, ARy, + @TIBE=0 (43)

Equation (43) is now discretized using a first-order finite-difference upwind method as

e ly, + AT 1Y Yitl | A1 YHL TV go1ge g (44)
Az Az
where ¢ = 2,3,...,m — 1 denotes the index of the interior points not on the boundary such that z; = 73;_11 L and

yi(t) =y (i, 1).
Eq. (44) can further be decomposed into three scalar equations corresponding to the three wave speeds as

(01),_1 §i + (icy +cimn) (W1),_ YT (@), Bioa&ioy =0 (45)
Az

(\IIQ)i_l yz + Ui—1 (\IIQ)i_l % + (‘I’Q)i_l Biflfifl =0 (46)

(Wa), ¥+ (s = ¢0) (Wa), L 4 (03), Bi& = 0 7)

where(®y,),, k = 1,2, 3, is the k-th 1 x 3 row vector of the matrix ®~* (y;, z;).
We now combine Egs. (45) to (47) into a vector form as

Vi + AL% n A{% +B &1 +B & =0 (48)

where
Azt1 = ‘I’ilAztl‘I'
A =T AT
(1),
B, =071 | (1), , B

01><3 3%3

O1x3
B =07 | 01,3 B;

(¥s3), 3x3

and 01«3 is the 1 x 3 zero row vector.

At the incoming boundary x = 0, Eq. (44) cannot admit a positive wave which would require the solution to
include a point upstream of z = 0 that is nonexistent. Only the negative wave speed characteristic equation (47) is
admitted. Using the Euler’s method, we combine Eq. (47) with the boundary condition (8) so that

-1 A7 At
(¥3)y,; (¥3); ; (V1,5 — AtB1 ;&) — =25~ (¥3); (V2,5 — ¥1,5)
Yij+1 = 12 Po,in (thrl) (49)
I 3x3 To,in (tj+1) ax1
where the subscript j = 1,2,...,n — 1is the time index such that £; = %tf.
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We next consider the boundary at x = L. The situation is now reverse whereby the solution can only admit the
two positive eigenvalue characteristic equations (45) and (46). Combining with the boundary condition (8) yields

-1

I
Ymjt1 = | (¥1) 1 X

(P2)-15 1503

Min (Lj1) + U+(tj+1)
A CAL

(1)1 (Ymg — AtBro1,j&m-1,5) = —2F2— (1)1 (Ymg — Ym—1,5) (50)
A At

(¥2),,_1; Ymg = AtBu1,&m—15) — —"a2— (¥2) 1 ; Ymj — Ym-1) |4,

Thus, initially we guess a time history for the control v (¢). Equations (49) and (50) are then solved for the
information on the boundary at the next time step. The interior points are then computed by integrating Eq. (48)
forward in time. The complete time history of y (z,¢) based on the initial guess of the control v (¢) is then used to
solve the adjoint equation (30) for A (x, ). The control v () is then updated in the next iteration from the second-order
gradient method, Eq. (38). This process is repeated until the solution of the control v (¢) converges.

To solve for the adjoint vector A (z,t), it is convenient to cast the adjoint equation in a backward space and
backward time formulation. We transform Eq. (30) by introducing distance-to-go variable y = L — x and time-to-go
variable 7 = ¢ty — ¢ and letting ¢ (x, 7) = A (x, ). Then, Eq. (30) is rewritten as

9 +AT9, —CT9 =0 (51)

where
T _ AT T
C _Az—Byg

We note that A and C depend on y (z,t) and z, so Eq. (51) has both forward and backward space and time
variables. Equation (51) can be solved using a similar wave-splitting finite-difference method. The resulting space-
discretized equation is obtained as

Y — ¥

Di+ AL g Ax Aﬁ:i“TX ~ G —Crli 9 =0 (52)
where 1
Afiwz = (‘I’T) A;—qu’T
Agmii+1 - ((I>T)_l A;mfiJrl(I)T
. -1 (é?)m—lﬂ-Z T
Cmti+2 = (¢ ) (@g)m—i+2 Cm_l
01x3 3x13
1 01><3
Cﬁ:“_l = (q,T) 01><3 Cﬁfﬂrl
((I>§)mfz+l 3x3
((I),{)m—z-i—Z
T
¢ = (ég)mfiJrQ

(ég)mfzﬂrl 3x3

and (®]).. k = 1,2, 3 are the k-th row vector of the matrix 7 (y;, z;).
Similarly, the transformed boundary condition

(I - FT) AT (y (07 t) ’ 0) 9 (La T) + FTAT (y (L’ t) ’ L) 9 (07 T) = FTI%QI2 [y (L’ t) —Yd (L)] (53)
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can be solved as

(¢§)m,n—j+1
1= | (AD), i X
L (Ag)man—ﬂl 3%3
r A
((I) )m,n7j+1 (191,7 + ATcm n— J+1017j) - % (‘I)T)m,nfjJrl (1927j o 1‘917j)
Q [po (L tn—j+1) — po,a (L)] (54)
- 0 3Ix1
-1
(A,{)l,n J+1
Lo J+1 = (‘I’IT)Q,n j+1 X
(ég 2n—j3+1 3%x3
0
AT AT
(‘I>{)2 n—j+1 (ﬁm-j + ATC£n7j+119m*1=j) - % ((P{)Q n—j+1 (ﬁmvj o ﬁm*lvj) (55)
Ay Ar
(7)1 Oy +ATCS i1 ) = gl (®2) 0 yir Omg = Imorj) |,

where (AT) , k = 1,2, 3 are the k-th row vector of the matrix AT (y; (¢;),2:).

Once the transforrned adjoint vector ¥ (x, 7) is computed, then the original adjoint vector A (z,t) can simply be
determined by
Aij = Um—it1n—j+1 (56)

The Jacobian H, and the Hessian H,,, can be evaluated by numerical integration using the known results of the
adjoint vector adjoint vector A (x,t). The results are then used to compute the next iteration of the control v. This
iterative gradient method results in a rapid convergence usually within two iterations due to the linear-quadratic cost
function and the assumed quadratic relationship of the air injection mass flow control. Because of the second-order
convergence, the nonlinear trajectory optimization method can be adapted to a real-time computing of a desired air
injection mass flow control trajectory.

The trajectory optimization solution generally provides an open-loop optimal control which can be used to com-
mand the air injection actuation. Using gain scheduling, the control can be turned into a feedback form based on the
trajectory of the desired total pressure at the outlet. In practice, the open-loop control is not robust enough since dis-
turbances or modeling errors will immediately destroy the optimality of the control, thereby causing the output to not
achieve a desired value. Therefore, an error-correction linearized feedback must be incorporated into the overall flow
control architecture to deal with system disturbances and uncertainties resulting from a gas turbine engine operating
environment.

VIII. Error-Correction Linear Feedback Optimal Control

The objective of the error-correction feedback is to compensate for modeling errors or aerodynamic variations in
the inlet flow condition which act as a disturbance to the flow through the stator cascade. The nonlinear trajectory
optimization computes the values of the reference flow variables y (x,t) which are compared to the measured values.
Error signals are then computed by subtracting the measured values from the reference values. Since the error signals
should be small, the Euler equations can be linearized about the optimal control trajectory. The linear perturbation of
the Euler equations is

Ay, +AAy, + A [A 7y + (A7'B) € (2,1)| Ay + B&,Av =0 (57)

We assume that the disturbances are manifested by changes in the inlet flow condition or modeling errors to cause
the measured outputs to deviate from the reference trajectory. Since the mass flow and total temperature do not
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vary significantly through the stator cascade due to the conservation of mass and energy, we can make a reasonable
assumption that their gradients are constant. Then the linearized momentum component of the Euler equations can be
approximated as

a1 (z,t) Apo. + Apo, + a2 (z,t) Apo + a3 (z,t) Av + aq (z,t) Aty + as (2,1) ATo i =0 (58)

subject to the boundary condition
Apo (0,t) = Apo,in (59)

The coefficients in Eq. (58) are computed from the reference mass flow 7, total pressure py, total temperature 7y,
and the Mach number M on the optimal trajectory as

>0

o — 2+ (y-1H)M* 1
YAyt () M2u

YM? (1 +~yM?)
O 2(1—M?)

A max
a3=—7p0M2€— (1— . )
Lvsat Usat

L apoM? (14 IAM?) ¢
(1 — M?2)

_ poM? (1425 M?)
T T T (1 M)

From Eq. (58), we see that changes in the inlet mass flow Arn;,, total pressure Apy .y, and total temperature
ATy i together act as disturbances to the total pressure error at the outlet. The objective of the feedback control
therefore is to regulate the total pressure error at the stator outlet under the influence of these disturbances. To compute
the feedback control, we introduce a new quasi-steady state feedback optimal control approach based on the adjoint
method formulated in the previous section. We thus consider the following linear-quadratic cost function to minimize
the total pressure error at the outlet and the corrective control action

3
L

ag =

Sl &~

ty
J = / BQApg (L,t)+ %Rm?} dt (60)
0

where @) > 0 and R > 0.
The adjoint of the linearized Euler equation is

A A
)\t+<—> _82r 61)
a /) . al
subject to the boundary condition:
A(L,t)
———= =QApo (L, 62
al(L,t) Q pO( a) ( )
The optimal control can be found from Eq. (33) as
L
A
RAv — / B2 ge =0 (63)
o @

To derive a feedback control, we now assume an adjoint solution in the form of a linear combination of the total
pressure error, the corrective control, and the mass flow and total temperature disturbances

Az, t)

ay (z,t)

= Py (x,t) Apo (,t) + Py (x,t) Av (t) + Py (x,t) Arivgy, () + Pa (x,t) AToin (1) (64)
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Substituting this into Eqs. (61) and (62) and neglecting the term ), which in essence gives rise to a quasi-steady
state solution, we obtain the following equation

Pl 2&2 0 0 0 P1
g P2 _ as as 0 0 P2 (65)
or | Py 0 a4 az O P

P4 0 0 as a2 P4

subject to the boundary conditions P; (L,t) = @, Pix1 (L,t) = 0.
Similarly, we assume a solution for the linearized Euler equation of the form

Apo (ZC, t) = Sl (ZC, t) Apo (L, t) + SQ (ZC, t) Av (t) + Sg (I, t) Amm (t) + S4 (ZC, t) ATO,in (t) (66)

Substituting this into Eq. (58) and again neglecting the term Apy ; , we obtain a quasi-steady state equation as

Sl as 0 0 0 Sl 0
g Ss _ 0 a2 0 O Sa _ | a3 (67)

oz | Sy 0 0 ax O S3 aq

54 0 0 0 a9 54 as

with the boundary conditions S; (L, t) = 1, and S;+1 (L, t) = 0.
Applying the boundary condition (59) and solving for Av then yields
1 .

AU (t) = W [Apo (O, t) — Sl (O, t) Apo (L, t) — Sg (O, t) Amm (t) — 54 (O, t) ATO,in (t)] (68)

Substituting Eq. (68) back into Eq. (66) results in

Ss (@, 1) Sy (z,1)

+ |:53 (ZC, t) — Sg (O, t) :| Amm (t) + |:S4 (ZC, t) — S4 (O, t) ATO,in (t) (69)

S2(0,1) S2(0,1)

Upon substituting Egs. (69) and (64) into the optimal control expression in Eq. (63), we finally obtain a feedback
form for the air injection mass flow control as

Av (f) = Kl (t) Apo (L, t) + K2 (f) ApQJ'R (t) + K3 (f) Amm (t) + K4 (t) ATQJ'R (f) (70)

where K;,7 = 1,...,4 are the optimal control gains defined as

Iy as (2,0) Py (2,0) [S1 (2,) = 51 (0,1) 28] de
R— fOL as (z,t) Py (z,t) dz

Ky (t) =

L x,
fo as (z,t) Py (x,t) gﬁgo,g dx

R— fOL as (z,t) Py (z,t) dx

Iy as (o, t) { Py (2,8) [Ss (,8) — S5, (0,6) 28] + Py (2,1) b do
R— fOL as (z,t) Py (z,t) dz

fOL as (z,t) {Pl (z,t) [54 (z,t) — S4(0,1) %} + Py (, t)} dx

R— fOL as (z,t) Py (z,t) dx

To ensure a non-singular optimal control, we must limit the value of the control weighting factor R such that

K (t) =

L
R [ aa(@) Paot) do 1)
0
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From Eq. (70), it can be seen that the error-correction feedback control only depends on the total pressure error at
the outlet Apg (L, t) as well as the disturbance inputs due to changes in the inlet condition of the stator cascade. The
quasi-steady state control essentially transforms a control that depends on a total pressure error distribution along the
stator cascade into one that only depends on the flow quantities at the stator inlet and outlet. Thus, it is a simpler type
of feedback flow control as compared to a standard full-state feedback control scheme that would require the linearized
Euler equation to be discretized and casted in a standard state space form. A standard LQR optimal control method'®
could then be implemented but would require the total pressure error distribution along the stator flow passage to be
measured or estimated. Such a method is inherently more complex than the present quasi-steady state feedback control
approach. Fig. 8 illustrates a block diagram of the quasi-steady state error-correction feedback optimal control.

Nonlinear ool Air Flow Pt Sensor
Trajectory ontro ; Injection Control @ Outlet
Planning ¥ Control Stator
Reference Outlet Pt )
Pt, Ps, Tt
Sensors
@ Inlet
Reference Inlet L\ o
Condition Y =4
d I
0
o 2
o8 ] :
S 3 S o
28 Ky, Ky K, g 9
o4 >
) 8
SXF
4 K

Fig. 8 - Quasi-Steady State Feedback Control Block Diagram

IX. Results and Discussion

To demonstrate the flow control concept, a flow control simulation is performed. A representative mid-radius stator
cascade is selected for the study. The notional stator blade has a NACA 65-series low speed profile, a camber angle
of 30°, a stagger angle of 45°, and a solidity of 1, which is comparable to the LSAC flow control vane. The inlet
condition is specified to be at a mass flow of 0.0222 slug/sec, a total pressure of 2116.2 psf, and a total temperature of
529.67 °R. Based on the resulting flow passage, an area distribution per unit length of the 2-D cascade duct along the
mid-streamline is computed as shown in Fig. 9.

4

3.8

3.6

3.4

3.2

A, in?

28

2.6

24

22 I I I I I I
0

Fig. 9 - Area Distribution of Cascade Flow Passage

Fig. 9 reveals that the flow passage area decreases near the leading edge, thus indicating an accelerating flow
as expected. The flow passage then opens up, forming a diffuser and thereby causing the flow to decelerate that
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consequently results in a static pressure recovery from the kinetic energy of the flow. It is the adverse pressure gradient
in a diffusing flow passage that tends to promote flow separation.

In order to model the stator cascade based on the 1-D unsteady Euler equations, the 2-D cascade duct is discretized
into a finite number of computing stations that capture reasonably well the cascade geometry. A time step of 0.02 ms
is selected so as to satisfy the Courant-Friedrichs-Levy (CFL) stability condition,!” assuming that the flow remains
subsonic throughout the flow passage. Applying the Nyquist frequency criterion, the frequency range of interest would
be 25 kHz, which is adequate to address the frequency requirement of 10 kHz for actuation. Thus, using the time-
accurate 1-D unsteady flow equations for flow control modeling would ensure that the high frequency requirement
could be met.

An arbitrary inlet air angle of 60° is selected. This air inlet angle results in an angle of attack of 15°. The
performance of this cascade is then predicted by a NACA 65-series cascade correlation method based on the Carter’s
rule

AB=p1—Pa=1io— 06 +0(1—m+n) (72)

where A3 is the turning angle, i is the reference minimum-loss incidence angle, &) is the reference deviation angle
at the reference incidence angle, 6 is the blade camber angle, and m and n are the slope parameters as functions of the
air inlet angle 3; and the solidity o.%

The Carter’s rule predicts an outlet air angle of 40° or a 20° turning angle. The difference of 10° from the blade
camber angle is the flow deviation angle which is due to flow separation that normally occurs on the suction surface.
The diffusion factor for this cascade as computed from Eq. (3) is 0.6078 which exceeds a recommended maximum
diffusion factor of 0.55 for stall free operation and corresponds to a total pressure loss coefficient of 0.1910. To reduce
the tendency for flow separation, we would like to reduce the diffusion factor to about 0.5, which correspond to a total
pressure loss coefficient of 0.1228. So, we would like to seek a total pressure set point of 2060.1 psf or an air injection
mass flow of 1.1104x10~* slug/sec which is about 0.5% of the total mass flow. The optimal control trajectory is
computed from the nonlinear trajectory optimization using the second-order gradient method with weighting factors
Q =1x107%and R = 1 x 10® for the cost function. The computation converges rapidly to the optimal solution
within two iterations. The air injection mass flow time history as shown in Fig. 10(a) exhibits an initial oscillation
before quickly settling to the desired air injection mass flow. Fig. 10(b) shows the total pressure response at the outlet
lagging the air injection mass flow control by a small time delay as a result of the fluid transport process.
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Fig. 10 - (a) Nonlinear Optimal Air Injection Control and (b) Total Pressure Response at Outlet

Fig. 11 illustrates an optimal trajectory of the gain schedule as a function of the total pressure error from the set
point at the outlet. The gain schedule allows the air injection mass flow control to be computed as follows

v (t) =g + Kopt [PO (La t) — Po,d (L)] + KoptpO,d (L) (73)
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Fig. 11 - Gain Schedule

Fig. 12(a) shows the total pressure distribution along the cascade flow passage with the air injection control on
and off. It is noted that near the leading edge, the flow is modeled as loss-free because of the convergent flow passage
wherein the boundary layer is thinned resulting from a favorable pressure gradient associated with an accelerating flow
as seen in Fig. 12(b). At the point of maximum velocity, the total pressure rapidly decreases due to the boundary layer
thickening in the divergent flow passage. With the air injection control on, the total pressure at the outlet is raised
above that with no air injection control, thus effectively reducing the total pressure loss. The total pressure distribution
as computed by the Euler equations is also plotted as a surface function of space and time in Fig. 13. The velocity
distributions as shown in Fig. 12(b) are similar with and without air injection control. The outlet velocity with no air
injection control is slightly higher than that with the air injection control as expected. Without the air injection control,
the outlet tangential velocity component should be higher, corresponding to a lower air turning angle, than it would be
if the air injection control is on.
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Fig. 12 - (a) Total Pressure Distribution and (b) Velocity Distribution
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Fig. 13 - Total Pressure Response Surface

To demonstrate the error-correction feedback control, we synthesize a variation in the inlet flow condition that
results in a mass flow perturbation of 1.2163x10~% slug/sec, a total pressure perturbation of 10.6 psf, and a total
temperature perturbation of 2.68 °R. The error-correction feedback control is computed using the quasi-steady state
method with weighting factors Q = 1 x 1072 and R = 1. The optimal quasi-steady state feedback gains are plotted
in Fig. 14. The optimal feedback corrective air injection mass flow control is plotted in Fig. 15(a) and the resulting
total pressure error response is plotted in Fig. 15(b). We note that the total pressure error does not quite reach zero as
the control incurs a very small steady state error. This steady state error is due to the lack of an integral feedback in
the control. Nonetheless, the quasi-steady state feedback control is quite effective in controlling the total pressure at
the outlet.
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Fig. 14 - Quasi-Steady State Feedback Gain Ratios
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Fig. 15 - (a) Quasi-Steady State Corrective Air Injection Mass Flow Control and (b) Total Pressure Error Response at
Outlet

It should be noted that in the present flow control method, we have not considered the effects of dynamics of the
air injection mass flow control valve and line loss in the pressure tubing. In practice, these effects can potentially limit
the overall performance of the flow control design. Typically, flow control valves tend to have longer time constants
than the fluid transport time. As a result, the actual response of the air injection mass flow is likely slower than the
computed trajectory. However, the steady state value of the air injection mass flow should still be achievable if the
flow control valve has a sufficient range. Thus, to improve the frequency response of the flow control, a flow control
valve with a desirable frequency performance should be selected. The effect of line loss in the pressure tubing is
generally more adverse than the dynamics of the flow control valve. If the pressure tubing from the bleed air reservoir
is significantly long, the mass flow will likely be throttled down due to the line loss effect. This would potentially result
in an under-actuated control whereby the flow control valve would not be able to deliver the correct air injection mass
flow. Moreover, the line loss effect also causes a time delay in the delivery of the air injection mass flow. Therefore, it
is important that the pressure tubing be kept as short as possible in order to maintain a proper performance of the flow
control.

The issue of sensor placements is critical in designing an effective flow control. Real flow in a compressor cascade
exhibits a tangential variation. Since the pressure loss parameter is determined from the tangentially average total
pressure quantities, the cascade flow passage at the inlet and outlet should be covered sufficiently with total pressure
sensors. Alternatively, a single sensor could be placed at a strategic location that allows it to measure a local total
pressure quantity that is approximately equal to the tangentially average total pressure quantity. Fig. 16 shows a
sample of three tangential variations of the total pressure measurements normalized to the flow-weighted tangentially
average total pressure at the stator inlet and outlet in the LSAC test facility. The abscissa nf/2 is the tangential
coordinate of the flow passage around one stator blade with 0 < nf/27w < 1/2 being the flow region below the
pressure surface. As can be seen, the total pressure at the outlet exhibits a sharp wake at the trailing edge. Based
on these total pressure profiles, it appears that a single total pressure sensor could be placed at nf/27 ~ 0.32 at
the inlet and the outlet where the local total pressure is about equal to the average total pressure. The advantage
of a single sensor location is the simplicity in the sensor design that would eliminate the needs for computing the
tangentially average total pressure. This in turn would reduce the computational overhead in the feedback flow control
implementation.
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X. Conclusion

This paper has presented a flow control method using air injection as a means for flow separation control in a com-
pressor stator cascade. The flow control is based on a fluid-physics model using the 1-D unsteady Euler equations with
a total pressure loss parameter that represents the viscous dissipation associated with flow separation in a compressor
cascade. The air injection mass flow control is posed as an interior pointwise control within the stator flow passage.
The total pressure loss parameter is estimated using a recursive least-square parameter estimation process based on a
quadratic relationship that describes the effect of the air injection mass flow control on the total pressure loss reduction.
A nonlinear control trajectory optimization is derived from a continuous adjoint method that establishes the necessary
conditions for optimality of the 1-D Euler equations with an interior pointwise control. A computational procedure
for implementing a second-order gradient method is presented to describe a solution method for solving a two-point
boundary value problem involving the Euler and adjoint equations. The optimization method is implemented numer-
ically and demonstrates a rapid convergence due to the quadratic relationship of the air injection mass flow control.
A quasi-steady state error-correction feedback method for a linearized momentum equation has been introduced. A
simulation shows that this new feedback flow control method is very effective in controlling the total pressure error at
the stator outlet due to flow disturbances at the stator inlet.
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