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eAbstra
tWe re
ently proposed an eÆ
ient maximum likelihood approa
h for blindly sep-arating markovian time series [1℄. In the present paper, we extend this idea tobi-dimensional sour
es (in parti
ular images), where the spatial 
orrelation of ea
hsour
e is des
ribed using a 2nd-order Markov model. The idea of using MarkovRandom Fields (MRF) for image separation has re
ently been exploited by otherauthors [2℄, where the sour
e Probability Density Fun
tions (PDF) are supposed tobe known, and are used to 
hoose the Gibbs priors. In the present work, however,we make no assumption about the sour
e PDF so that the method 
an be appliedto any sour
es. Beginning with the joint PDF of all the observations, and suppos-ing a unilateral 2nd-order Markov model for the sour
es, we 
an write down thelikelihood fun
tion and show that the nondiagonal entries of the separating matrix
an be estimated by solving the following estimating equationsE[ 1Xk=0 1Xl=�1;k+l 6=�1 (k;l)si (m;n)ŝj(m� k; n� l)℄ = 0 i 6= jwhere the 
onditional s
ore fun
tions  (k;l)si of the estimated sour
es ŝi are (k;l)si (m;n) = �� logPsi(ŝi(m;n)jŝi(m� 1; n� 1); ŝi(m� 1; n); ŝi(m� 1; n+ 1); ŝi(m;n� 1))�si(m� k; n� l)In pra
ti
e, these fun
tions must be estimated from data in a 5-dimensional spa
e.The nonparametri
 estimation algorithm used in [1℄ being very time 
onsuming, wedeveloped a new algorithm using polynomials as s
ore fun
tion parametri
 models.The estimating equations were solved using Newton algorithm. The experimentsproved the better performan
e of our method in 
omparison to some 
lassi
al algo-rithms. The �nal version of the paper will 
ontain the theoreti
al details and theexperimental results with arti�
ial and real data in
luding astrophysi
al images.Referen
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