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Abstract
The purpose of this paper is to show the connection of human factor concepts to the development and implementation of training for the ground based operators of the Agricultural Camera (AgCam), an imagery payload that will be housed on the International Space Station (ISS). Based on flight system performance evaluations a comprehensive training curriculum has been designed to efficiently utilize human resources in the daily operations of the Science Operations Center (SOC), the ground based control center for AgCam. Not only will comprehensive training help to prevent large system failures through quick resolution of abnormalities during active operations, but will also provide all operators with tools for reducing input errors in daily scheduling tasks.  As scheduling and monitoring have the highest probability for error, they have consequently driven training design and the corresponding curriculum. By considering the limitations of potential operators, the training materials can focus on the trained skills needed to effectively manage the system. In the case of AgCam, the available operators are of a specific demographic and skill set. AgCam will be operated primarily by students in a campus setting thus offering a large pool of potential trainees. The unique consideration of this location and level of experience from these operators will need to be covered in the design phase.
Applied human factor concepts drive interface design to combat two opposing categories of human error seen in this combination of potential operators. One extreme category is seen when operator interaction with the system is repetitive and tedious. Once the operator becomes unengaged, important data can go unseen while monitoring the system. The opposing reaction is observed when input tasks had become too demanding with limited system training. When an operator is forced to make multiple scheduling decisions based on numerous variables in a short period of time, with little validation, the situation increases the probability of computing and input errors. By giving the operator widely understood tools in the interfaces; less training is needed to achieve proficiency as that knowledge can be considered public knowledge by all operators. Training with baseline nominal operational scenarios provides operators with the experience they need to efficiently troubleshoot without having to learn the intricate workings of the entire system.  As a result of utilizing the strengths of the operators and training in areas of weakness, quality of operations will be improved. Once on-board the ISS, the SOC operators and technicians play a critical role in the proper operation of AgCam.  Through specifically designed training, operators will solve system failures at a faster rate and interact with the payload with fewer errors. With a system whose failures can be mitigated and continuous operations maintained the end result is quality science data and products for the end user and a successful mission.

Introduction
The Agricultural Camera (AgCam) is an image payload built to fly on the International Space Station (ISS). Information flows all the way from the end-user to the payload and back, covering image requests, orbit determination, scheduling, and image acquisition. Figure 1 depicts the full range of actors in the system and explains the basic role of each component. 
Designed for limited human interaction, crew time is a limited onboard resource; the main human-payload interaction is through a ground station based at the University of North Dakota. This center, the Science Operations Center (SOC), will act as mission control, commanding the payload and processing image data when received. 

[image: image4.png]Fle Launch Help

Step 1

Orbital Data

1. Convert an orbital data file into a

Step 2 I Step 3 T Step 4

Convert Data

Request Files

2. Convert text request files into serial

e file by selecting afile from the list numbers by selecting a request file from

on the left and hitting "Convert." the list on the left and hitting "Convert."
RawFies Convened Fies RequestFies Gid Sl Numbers

FODSCCUS DL A, FODSCCUS DL A -

gcanim gcanim

eanlfm eanlfm

<azand fm <azand fm

acandim acandim

agcanpiectyby | | Convert apcampopetvby | | Convert

“azamproectybn “azamproectybn

AWESOMECALEL AWESOMECALEL

awesonecabicso awesonecabicso

awesomecalucator ¥ =l awesomecalucato V. ~|

Once you have completed the above steps, click "Done”
and then proceed to Step 3 by clicking on its tab. Done

2 tdentty Gu

o]





Figure 1: AgCam Information Exchange 
Functional areas that fall under the responsibility of the SOC can be seen in Figure 2. Scheduling of images, commanding of the payload, and image processing will all be executed at the ground station. Critical human interactions with the SOC occur during commanding windows for payload operations along with health and status monitoring of the overall system during continuous operations. Due to the manual commanding of the payload, a high level of operator performance is needed in order to limit the introduction of human error into the system. Command scheduling and implementation combines information from the end users as well as telemetry data from the National Aeronautics and Space Administration (NASA) to form accurate access times for payload image acquisition over selected regions. Erroneous inputs can result in loss of science and harm to the system.  Due to the potential for loss of science data, the role of the operator is paramount to operational success. While much can be done in the design process, the ultimate outcome is based on the proficiency of the SOC operators. By designing and ultimately training to eliminate human performance error the probability of system failure is reduced. 
[image: image1]
Figure 2: SOC Concept
Operator Performance/Human Error
Human error can enter a satellite ground system in many ways. With the introduction of real-time scheduling and continuous monitoring during active on-board operations, the quality of system output will be controlled by operator capabilities. The higher the proficiency with the system and specific operator functions, the greater the number of image requests can be successfully attempted. There are two areas of greatest operator impact on the system. These two areas are commanding of payload activities and monitoring of health and status while the payload is powered on. Below is a brief discussion on the difficulties of each operator function.
Commanding

Daily scheduling of images and the creation of commanding queues can place increased stress on the skill of the operator. Due to the availability of short commanding windows, long periods of scheduling and planning are followed by short periods of real-time communications with the payload. These short periods of commanding time are limited and thus play a vital role in the overall success of payload operations once in orbit. Because of this, these short bursts of SOC activity will be intense and will require accuracy by the operator on duty. The concern is that the operator will have to assimilate great amounts of information to populate large commanding queues and will only be able to check accuracy within a small timeframe, most likely on the scale of 5-10 minutes depending on ISS payload operations load for that day. If errors are made at this level, the option of reversing damage through new commands is limited by the availability to utilize the next commanding window. If erroneous commands are executed by the system before the next commanding window the results could range from loss of science to damage to the payload. To avoid these consequences, design of SOC interfaces and training of operators will need to balance complexity to avoid information overload in a fast commanding window while still providing adequate information for the operator to make informed decisions. Specific techniques in these areas are discussed later in this paper. 
Monitoring
In the previous section, potential human error was described in the form of input failure. In the case of health and status monitoring of the payload, the opposite is the case. In order to properly monitor the system it is important to react quickly to potential system failures. Through down- linked payload data, the overall health of the system is made available to the operator. While the availability of real-time data is based on communication windows with the ISS, a large percentage of displayed data is real-time or accurate within the last hour. Concern for monitoring activities lies in an operator’s level of focus in order to detect failure symptoms before loss of data or damage to hardware. Where continuous focus towards the monitoring station may not be a viable option for a single operator, it becomes important for the system to notify the operator of potential problems as they start to arise. It will always be easier to solve a small off-nominal condition then it will be to troubleshoot and fix a large-scale system level failure. 
Design

Where training is the main focus of mitigating human performance error in the AgCam system, design of system interfaces plays a vital role in shaping potential operator actions. Graphical user interfaces (GUIs) play an important role in the communication of information for any system that combines computers and humans. By basing interface design on decision processes it becomes easier to join together the computing power of the computer system with the decision-making abilities of the operator. Design of GUIs takes into consideration the “mental strategies that will be adopted by operators and the resources required in terms of background knowledge” (Rasmussen, 1986, pg. 51). By creating an interface that parallels observed human thought processes and combining that with only the background information needed to complete a specific task, the operator will be less likely to commit an input error. Decision-making will flow in a standardized manner according to the operator and all irrelevant information will not overwhelm the situation especially in circumstances where time is limited. 
Commanding
Design concerns for operator commanding falls into the realm of information overload. While a lengthy period of time exists for operators to plan for their commanding windows, real-time commanding windows will last for a maximum of 10-minute periods. In this time initial commands queues will be sent, conformation received, as well as any actions that need to follow in terms of trouble shooting of the system or modifications to commands previously sent. Quick decisions will need to be made based on large amounts of information and data from various sources. Training will provide an operator with the practice needed to command the payload in these windows, but the use of well-designed GUIs will allow for shorter training times and ultimately fewer errors for operators out of practice. 
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Figure 3: Scheduling Interface Design
In today’s computer literate world, it is appropriate to assume that a potential operator will know how to use the Windows operating system. A common application in the Windows environment is an installation wizard. This interface walks the user through steps, by providing only relevant information and allowing actions to be completed in a specified order. In Figure 3 this type of interface is applied to the scheduling and commanding windows. With information entering the system from multiple sources it is easy to confuse which information is in which directories. With this wizard interface, the specific directories are highlighted, actions can not be taken out of order, and input commands are verified by the system before uplink to the Marshall Space Flight Center (MSFC). By doing this the operator works in an environment of relative comfort with a system that protects against inaccurate inputs. Additionally, a training GUI has been designed to provide extra instructions for each step in the process. For new operators this model is fully functional for planning and real-time operations so as to be used for first time planning and execution cycles. 
Monitoring
Where as commanding is an active process, health and status monitoring can result in limited involvement by the operator on duty. With multiple activities needing attention it becomes difficult to spend great amounts of focused time solely on payload monitoring. If there are periods of time where this is possible, tedium resulting from focusing on a specific interface can result in lost information. To elevate these concerns, the monitoring interface, seen in Figure 4, can be designed to optimize operator time spent on this task. Real-time health and status data is sent from the onboard payload computers once every second. When communication windows are not possible the data is stored onboard, archived and sent at the next available window when real-time communications resume. This data includes critical parameters such as touch temperatures and voltage levels of various hardware components. These parameters are considered critical because if they reach a set upper or lower limit the power system of the payload is automatically commanded to shutdown. At a glance an operator needs to ascertain the status of the system from these critical parameters. Seen in Figure 4, blocks of color next to each critical parameter represent the status of that particular parameter. By color coding these blocks, green for within nominal values, yellow for a warning that the value is reaching a shutdown limit, red stating that the system has reach the shutdown limit, and blinking red to indicate the system has been shutdown due to a limit breach, a quick glance is all that is needed. The remaining design of the monitoring GUI provides tools for trouble shooting. Trend analysis uses a graphical representation of archived data to highlight unexpected rate changes in critical parameters. Procedures and emergency contact links offer a centralized location of information to help solve problems as they occur. The main focus of this GUI is trouble shooting, thus allowing for the operator to complete other functions in the SOC. 
In order to have the flexibility to manage multiple activities within the SOC, while still being aware of system parameter changes, the constant monitoring of the system will be handled by the computer software itself.   A basic model of management by exception will be used (Moore, 1994, pg. 3). Exceptions to nominal critical parameters will be entered into the system. Periodic checking of these exceptions by the computer software will produce operator notifications if the specified parameter values exceed limitations. Notifications will take the form of small pop-up windows at every SOC computer station in addition to auditory cues to alert operators. Regardless of where the operator will be in the control room, they will be alerted to unacceptable system behavior.  
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Figure 4: Concept of Monitoring GUI
Training

By considering operator needs in the design phase of the SOC, training can take a more traditional approach. Basic training curriculums from many industries can be studied and applied to more unique projects, i.e. AgCam’s SOC. By combining tried and true approaches as used by the Nuclear Regulatory Commission (NRC) and specific needs and technical details of the SOC, potential operators will be well prepared to run the SOC. Table 1 defines a basic outline that is typically used in the nuclear industry to train new control room operators (International Atomic Energy Agency, 2004, pg. 10). This basic structure provides a solid base for SOC operator training to be built. By utilizing classroom lectures, self-study, and on-the-job training, with the use of both high fidelity training models and the full system, operators will be proficient in daily activities, troubleshooting of the system, and quick response to emergency situations. A basic discussion will follow on the AgCam specific details needed to train operators.
	Introduction

	References

	Definitions

	Pre-requisites for Assignment

	Program Sequence, Schedule, Cycles

	Trainee Attendance

	Exemptions from Training/Equivalences

	Training Settings/Course Load

	Task or Competency to Training Matrix

	Program Evaluation

	Trainee Evaluations & Examinations

	Instructor Qualifications

	Program Content/Course Description

	          -Theory and Fundamentals

	          -Systems and Components

	          -Simulation Training

	On-Shift Participation


Table 1: Typical Outline for Initial Training
As indicated in Table 1, training curriculum consists of three main categories, theory & fundamentals, systems & components, and simulation training. To fully understand AgCam as a whole system, the knowledge needed would be very large and cover a wide array of topics from orbit determination to image processing. By selecting potential candidates who have a basic understanding of remote sensing, image processing, and/or the basic needs of the end-users in regards to the daily operations of AgCam, they will have a head start on base level training knowledge. Due to the large pool of operator training candidates at the University of North Dakota it is beneficial to utilize their study habits to fortify training. With the use of classroom lectures and self-study to instill system and operational task knowledge, this initial stage of training can be shortened. As a result more time can be spent on applying concepts learned in a functioning operations control room. Each GUI developed can be used in training mode or under the supervision of an experienced operator. With this guidance, new operators can gain valuable real-time experience as well as interaction with the full system. 
Potential implementation of training and operations of the SOC will take the shape of a for-credit space operations class at the University of North Dakota. By utilizing the large pool of students on campus, specifically the concentration of students interested in space, in the Department of Space Studies, selection should not be difficult. By structuring operational cycles with the academic calendar, the full growing season will be covered by a fully staffed operations center. During the summer session when the student population is lower, selection will extend to interested science teachers in the area. Not only would this provide coverage by knowledgeable operators, but it would help to spread word of AgCam results and operations. 
Detailed component, system, and operational data and information will provide operators with the needed background knowledge to make informed decisions for scheduling, commanding, and monitoring of AgCam. Operational testing shapes trouble shooting and emergency procedures. By characterizing operational scenarios in a controlled test environment, system response can be documented and the resulting trouble shooting procedures developed. Quick failure resolution results in minimizing loss of scientific data and potential hardware failure. From this experience operators can be trained in proven techniques of fault resolution. Combined with real-time experience in the SOC new operators will have the skills needed to plan, schedule, command, and monitor without inputting irresolvable system errors. While unfeasible to eliminate all human error, it is possible to train a human operator to run a well designed system. 
Conclusion
By fully understanding the implication of operator input error into the AgCam system via SOC, commanding, it becomes possible to design and train according to those concerns. In the end those potential errors will be eliminated by smart human machine interfaces (HMI) and training supported by well documented system responses. Monitoring of health and status will be under the constant supervision of a computer and will notify operators if the system strays beyond predefined parameter limitations. With these steps of design and training, human operator error will be mitigated and the probability of payload mission success increased. 
Appendix A: Acronyms

AgCam: Agricultural Camera

GUI: Graphical User Interface

HMI: Human Machine Interfaces

ISS: International Space Station

MSFC: Marshall Space Flight Center

NASA: National Aeronautics and Space Administration

NRC: Nuclear Regulatory Commission

POIC: Payload Operations Integration Center

SOC: Science Operations Center
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