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Introduction

Aerospace customers are placing greater emphasis on product life cycle processes to meet demands for safer and more reliable products. Customers have also demanded faster vehicle turnaround times and simplified maintenance operations. To accomplish cost-effective operations, it is necessary to provide an infrastructure that accommodates adaptive operations, system-wide health assessment, continual hardware and software verification/validation, and is tolerant to new technology. Traditionally, the aerospace industry has not provided such an infrastructure.
This paper addresses the customer needs through the use of a generic closed-loop life cycle architecture. The notional closed loop life cycle process provides the infrastructure for the intelligent software and hardware tools to work in. The architecture reduces the life cycle cost by eliminating design errors early in the process, utilizing the same tool set throughout all phases, and embedding the health management processes/ technologies in the system design and tool sets. The architecture also allows for intensive context data mining to support management and operation needs.
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Closed Loop Life Cycle

The life cycle process starts by establishing the purpose (mission) of the platform and its system architecture definition. The architecture definition should address any processes, technology, and goals that require new development. The set of derived and explicit requirements are defined, using systems engineering practices, prior to the start of the contractor’s Program Data Management (PDM) risk/cost benefits analysis and design process. The PDM will be discussed later in the paper.

The importance of defining the total set of requirements cannot be stressed enough. This phase of the life cycle is the foundation from which every other phase is built and integrated upon. When there is conflict with sub-level requirements, an analysis is performed to determine if an upper-level requirement, or the architecture, needs to be changed to resolve the conflict.
Interfacing to the PDM are Logistics, Advanced Checkout and Control System (ACCMS), suppliers, and the customer. The Logistics system is initiated at the design onset and is continually populated, by the prime and subcontractors, throughout the life cycle. The Logistics system is built with a front-end interface to allow interface with supplier and customer legacy systems. The system interfaces with the ACCMS to support the scheduling of vehicle checkout and maintenance efforts. The PDM provides access to, and updates, the Logistics database data as changes occur in the system. The participating suppliers and NASA centers also drive changes that are cycled in the PDM, starting with risk/cost benefit analysis.

Normally, the logistics system resides with the contractor. The contractor’s logistics database would interface to the customer’s (in the case, NASA) logistics system and become an extension of that system. Or, the contractor’s logistics data may be transferred to the customer’s system once the product became operational. However, in this closed loop architecture I have chosen to use the customer’s logistics system. Using the customer’s system puts the data where it will be used for the remainder of the life cycle and eliminates data field translation issues.

The ACCMS is also designed and built by the supplier/contractor and must be completed first in order to be used during the contractor’s vehicle assembly and integration tests. Early use of the ACCMS enables design errors and incompatibilities not identified during electronic vehicle analysis tool (EVAT) and operations systems simulation tool (OSST) simulations. The ACCMS utilizes the PDM design databases and tool set to support the assembly, integration and test of the vehicle and ground system, prior to delivery to the customer. 

ACCMS test the products, as they would be used in actual post delivery operations. The ACCMS provides performance and process updates starting at assembly, integration, and test (AIT) through operational life using the same processes as the operational system. Additionally, the ACCMS provides early personnel training for post delivery operations environment.  Once fielded, the ACCMS operational changes or modifications are cycled back through risk/cost benefit analysis to maintain overall system safety, reliability, and design integrity.

Figure 1 also depicts each phase of the product development, test, and operations after delivery. Through every life cycle phase, changes are cycled back through the PDM starting with the risk/cost benefit analysis. This is performed for all changes to determine impacts to requirements, hardware/software design, models, configuration controlled documentation (paper and electronic), and logistics. It is necessary to maintain tight configuration control because the models and simulation tools can rapidly loose their integrity as changes are implemented. Imagine an astronaut, in space, trying to perform corrective maintenance with an out-of-date electronic manual.
The generic closed-loop life cycle process itself can be modeled to test the validity of the concept. Further, it allows the model to act as a simulation testbed to be interacted with tool sets and hardware-in-the-loop testbeds for technology evaluation. The generic closed-loop life cycle process provides the infrastructure for the intelligent software and hardware tools to work in. The architecture reduces the life cycle cost by eliminating design errors early in the process, utilizing the same tool set throughout all phases, and embedding the health management processes/technologies in the system design and tool sets.

Program Data Management (PDM)

The PDM is an interactively managed environment where the cost/risk benefit, testability analysis, design, configuration, and project management tools reside. The PDM accesses the various tool sets to provide contractor, and customer management, with risk and performance metrics for program control. Simulation conflicts are identified and sent back to design for resolution. Should a program problem arise, the PDM recycles back through the Risk/cost benefit analysis and requirements for an alternate solution.  The PDM data is also sent to Logistics and suppliers that support system (build/operation processes and vehicle/ground components) performance metrics.

A cost/risk benefit analysis is performed to analyze the system architecture, requirements set, funding, schedule, and program goals defined by the customer and contractor. Trade analyses are performed to find a compromise between design approaches, technology available, cost, schedules, and program goals. If the analysis finds that the architecture or requirements need to change, the change is made at the upper most level and flowed down through all sub-level requirements and cycled through the risk/cost benefit analysis again to ensure there are no hidden impacts as a result of the change. The analysis drives out the design goals, and approach, for the vehicle and its ground support system. It also provides a set of metrics to manage the risk and cost associated with the selected design approach. 
One of the major differences in the Figure 1 closed loop architecture is the inclusion of testability modeling as part of the design cycle. This includes vehicle/ground subsystem and component subcontractors as well. The ideal way accomplish this is to embed the testability modeling within the design tools that are being used. An example would be to embed the testability function within a computer aided design tool, such as CATIA. Testability thresholds and constraint parameters would then guide the designer into a design that inherently eliminated, or reduced, the ambiguity groups within the design.

Testability modeling also reduces ambiguity groups for the complete system as they are integrated together. Testability modeling assists the designer in optimizing sensing design, types, and placement to maximize platform health assessment. Using the same (or compatible) testability and analysis tool set, subcontractors also optimizing component design by embedding sensing and information processing within their component or subsystem. Additionally, the testability analysis aids in the detailed failure mode, effects, and cause analysis (FMECA), allowing early component and subsystem interaction to solve design issues before they become a problem. A further benefit of testability modeling is the ability to incorporate it (part or all) as part of the integrated system health management (ISHM) models, to be used throughout the life cycle. 

Software testability modeling is an area that needs to be addressed at this time. While there are methods and tools for testing software, it is not consistent with the testability modeling for the hardware. This may only exist in the way users define the test criteria, algorithms, and processes used. In either case, standardization of the hardware and software testability modeling needs to take place in order to have consistent results when incorporated into health assessment models.

Traditionally, engineering designs are released and the data maintained in the contractor program-controlled databases used to support production, configuration management, and program management. Because of cost, the contractor’s PDM infrastructure is usually not fully integrated. This often means the same data can exist in multiple databases and become corrupted. This problem is compounded when customer databases are derived from the contractors, for use in their operations.

In a highly integrated closed loop environment, it becomes paramount to have all the data warehoused in a tightly configuration-controlled PDM environment. The main reason for this is that the data now supports all phases of the life cycle. This can happen in two ways. The first is customer can hire the contractor to maintain its databases and interface with the customer PDM system for the life of the program. The second is the customer can copy the contractor’s data into the customer’s PDM system. The latter may seem more cost effective, but unless the customer’s PDM system is identical to the contractor’s, considerable expense could be incurred for data test and validation during the transfer into the customer’s system.

As mentioned earlier, the PDM is an interactively managed environment for multiple functions. Data mining is therefore essential for the analysis of relationships and patterns in the PDM data to support opened-ended user queries. Just as with the testability models, subcontractor’s need to be able to view schedules and design changes that impact them as they happen. Program mangers need to view the same data (and more) to track subcontractor critical path items for product development, manufacture, test, and delivery. This is also true for engineering, manufacturing, and all the related support functions. 


Every function needs to be able to view the data, and information, in the context in which it will be used. Further, data often needs to be collected, organized, processed, and displayed so that the user has intelligible information (complex query) to act upon immediately. For large programs, the PDM hardware/software infrastructure needs to be significantly enhanced to support the larger applications required.
Additionally, within the PDM are the electronic vehicle analysis tool (EVAT) and the operations system simulation (OSST) tool. These high fidelity virtual simulation tools integrate the data from the released hardware and software designs, permitting real-time total system evaluation. The EVAT is used in conjunction with the OSST to ensure the desired operations vehicle access and clearances are as desired before production manufacture. Further, they can simulate how the vehicle platform operationally flows through processing, checkout, launch preparation and launch. 

The EVAT is a compilation of the PDM design databases that assembles a functional vehicle platform in the PDM. This includes all electrical, electronic, fluid, mechanical, structural, and propulsion subsystems. The purpose of the EVAT is to functionally checkout the vehicle in a virtual system. This allows design errors and incompatibilities to be identified prior to production manufacture. It also provides a platform to test and benchmark the prognostics/ diagnostics tool set. 

The OSST is a compilation of the PDM design databases that assembles a functional ground system in the PDM. The OSST when used with the EVAT allows the vehicle platform design errors and incompatibilities to be identified prior to production manufacture. The OSST and ACCMS can be used to identify design anomalies and validate ground operations. It also provides a platform to test and benchmark the prognostics/ diagnostics tool set. It can also be extended to include mission operations simulation. The OSST working with the EVAT can simulate vehicle subsystems performance under mission environment conditions.
Embedding Integrated System Health Management (ISHM)

Defining good health management requirements enables engineers to develop algorithms and software and embed them into the platform component/subsystem designs. Further, it assists in the integration of the platform systems since ISHM cuts across all the platform systems. Early on use of testability modeling simplifies sensor optimization and lays the foundation for performing diagnostics and prognostics for the checkout/ readiness of the system. It is necessary to breakdown the life cycle phases in order to show how ISHM is used within the architecture phases.

Both top-level architecture and system-level requirements definition is necessary to derive the system element detailed requirements. It is at this level where ISHM requirements are first defined. The vehicle system element provides its requirements for handling real time fault prediction, diagnosis, identification, and subsystem reconfiguration. It also defines the human, autonomous operation, and ground systems interfaces that are necessary for ISHM to communicate with the operations system element. The ground system element does the same for its subsystems. 
The operations system element defines its requirements for the vehicle and ground system. These include, but are not limited to, checkout and turnaround times, scheduling and performance of maintenance, and mission support. It further defines how the vehicle checkout, launch readiness, and launch activities will be performed. These, in turn, tell ISHM where it needs to be applied and how it should perform. The logistics system element does the same, but also defines these requirements down to the supporting vendors.
All element requirements are entered into PDM risk/cost benefit analysis tool to make sure they fit within the program risk and cost limits. Normally, if thresholds are exceeded, the requirement is cycled back and reworked to fit within cost, or the program authorizes additional money. The Figure 1 architecture does the above, but first looks to see if the use of ISHM can mitigate program and design risk. Further, it identifies areas where ISHM can mitigate recurring cost over the life cycle.

The testability modeling and analysis tool aids the designer in eliminating ambiguity groups and optimizing sensor types and placement. This step supports the ISHM prognostics and diagnostics functions used later. The PDM monitors the design cost and cycles back to the risk/cost benefit analysis tool if thresholds are exceeded. Alternate design approaches are considered and put through the testability modeling and analysis tool set until a final solution is agreed upon. This process can lengthen the design cycle time, but saves time later by utilizing the testability modeling in the manufacturing and AIT phases. ISHM uses the testability models directly or incorporates them into diagnostic and prognostic models to be used further in the design and life cycle process.

Once the designs are finalized, the electronic files are put under released configuration control and stored in the PDM data warehouse. These include, but not limited to the CAD files, fluid and wiring schematics (plus attributes) with wire lists, time/age cycle, testability modeling, interactive electronic technical manuals, and interface control documents. All released platform, and ISHM unique, software is also stored in the PDM data warehouse. The EVAT and OSST simulation tools data mine the warehouse, assembles the data into subsystems, and integrates the subsystems into a working functional platform. As the two simulation tools work together, the ISHM algorithms, software, sensors, and models can be exercised to evaluate the ISHM suite against the metric criteria established earlier. If the metrics are good, an early validation of the embedded ISHM is accomplished.

System life cycle trending has been used to track corrective action performance, modification change impacts, and cost impact for years. What has not been very effectively done, is the trending of system health performance metrics for all life cycle phases. The system life cycle health trending starts with component test data during the design and is populated with build and test data prior to system delivery. Diagnostic, prognostic, trending reasoners, and expert system mining tools provide continuous updates throughout the program life cycle. The system interfaces with the ACCMS to support checkout, readiness, and maintenance operations. The PDM updates the database as changes occur in the system throughout the life cycle.

The EVAT and OSST simulation tools are used to validate mechanical and structure manufacturing tolerances and functional checkout. The embedded IVHM sensors and software, in conjunction with testability modeling data, is used to verify and validate the electromechanical, electronic, and photonic components (subcontractors and prime) for acceptance testing. The embedded ISHM hardware, prognostics/diagnostics software, tools, and testability models are used in conjunction with ACCMS and logistics to perform the vehicle/ground system integrated test. 

The process evaluates and identifies anomalies in the ACCMS, vehicle, ground, and logistics systems prior to customer acceptance testing and serves as a first-run validation of the above. It further demonstrates how the embedded ISHM is used to reduce the integration schedule time/cost of the integrated system. Additional savings are realized by the training of contractor personnel on the operational system and also providing early training capability for the post delivery operations personnel. 
The vehicle onboard ISHM interfaces the ACCMS for downloading health information that requires additional diagnostics. The ACCMS determines the best course of action by interfacing with the vehicle ISHM, testability modeling, and system life cycle health trending databases (ground portion of health management) to obtain troubleshooting information for performing detailed diagnostics if the fault conditions are found. The ACCMS plans and schedules maintenance, and communicates with the logistics system, for execution of the maintenance. 

The ACCMS not only checks out the vehicle and ground systems, but also cycles them into launch readiness for the next flight of the vehicle.  The ACCM manages the system through each station and supports the Mission Operations Center (MOC) from launch preparation through landing. The ACCMS can be used to support real time resolution of fault conditions if the vehicle is unable to perform onboard diagnostics/prognostics. This helps maintain the safety of the vehicle (crew if aboard) and can expedite the necessary maintenance during the next vehicle turnaround cycle.

The ACCMS is the central hub for performing checkout and system readiness of the vehicle, payload, and ground systems. The ACCMS can do this because it is able to utilize the design databases, testability models, and simulation tools. All of these were developed and validated during the development phase. The databases and tools contain the history and updated system configuration health enabling an accurate determination of the system health and readiness-state.  

System and ISHM Technology Assessment

A migration to sensors that perform their self-calibration, signal conditioning, and processing (smart sensors) is needed to meet the future vehicle requirements. These sensors will be used in component/subsystem designs. Intelligent sensors incorporate algorithms and data analysis into the sensor package. This type of sensor packaging is required where waveforms are being sampled, very high sampling rates are used, or where multiple sensors are packaged into an array to obtain correlated data at a single point. The latter is highly useful for obtaining vehicle environmental information during the mission. 

As the movement toward the use of fiber optic/photonic networks increases, sensors need to develop photonic interfaces for communication and power. Today’s fiber optic sensors are designed with an electronics mentality. The vehicle’s photonic sensors need to be designed using the characteristics of light itself. New designs incorporating wavelength division multiplexing (WDM) characteristics can bring about smart sensing without using electronic hardware. This makes for a reliable, lighter weight, and EMI tolerant sensing system.

New vehicle and ground systems need to incorporate all optical networks (AON) to meet data handling and EMI requirements. A passive AON does not carry the software overhead of a conventional electronic system. It can handle multiple network protocols separated on multiple channels. The AON can be designed to be damage and technology tolerant architectures (such as the Hypercube) that are not practical with wired systems (weight). The multiple channel (up to 400) capacity enables point-to-point and zonal switching of sensing over the same fiber cables of the network. A high physical redundancy can be maintained without the weight penalty. The use of fusion splicing instead of connectors needs to be further investigated for use on vehicle platforms. The supporting technology also needs to be analyzed to identify where handling and testing tools should be modified.

The vehicle and ground system computing should be able to be standardized, and reduced to some extent. Both systems should enable real time reconfiguration, allowing them to maximize their resources. Going to a hybrid hierarchical distributed architecture enables ISHM to handle sensor density (when required) at the lower level while reducing vehicle management computing hardware and software. Memory needs to be dramatically increased to store fault anomalies, visual health, and sensor data (where required) for surge conditions. Fault anomaly data needs to be stored and telemetered to ensure sufficient data and information is available if an accident occurs. Holographic terabyte memory needs to be developed for a fast read/write, EMI tolerant memory system.


The vehicle software comes in different flavors. There is the vehicle management system (flight control), mission management (operations and services), and ISHM software. All will share hardware resources to keep the vehicle mass fraction under control. The flight control software is more likely to remain hard coded, but the others will incorporate different levels of intelligent algorithms, remote agents, and models. Use of remote agents for autonomous reconfiguration is probable. ISHM functions could incorporate expert systems, neural nets, and fuzzy logic for use in diagnostics, prognostics, and health trending. Much more verification and validation (V&V) metrics of multiple software integration is needed to meet future requirements.


The ground system will rely heavily on the intelligent software for subsystems checkout and operations. ISHM functions will probably use similar software as the vehicle for diagnostics, prognostics, and health trending. Most of the ground operations software is embedded in the development tools developed early on in the program for design and checkout of the vehicle prior to delivery to the government. Much of the ISHM software V&V takes place then. The integrated vehicle/ground system ISHM software will require additional V&V to ensure they are synchronized. 


The closed-loop design infrastructure requires a new environment for developing model, trending, logistics, and integrated checkout tools. Additionally, data mining and warehouse tools need to be employed at all levels of contractor and customer participation. Further, credible ISHM V&V tools are crucial since they will be used to support the operational vehicle and ground system for all life cycle phases. Criteria for system and tool interface standards need to be developed. Finally, the hardest of all will be the development of the EVAT and OSST simulation tools. No known computer aided design tool has the ability to store electrical/electronic/fluid functionality, as they do for mechanical and structure designs. This is needed to enable the EVAT to functionally emulate all the subsystems. The OSST is not quite the same challenge, but it requires extensive operations definition and possibly tool modification to get the OSST developed.

Conclusion

Acquisition cost is reduced because the same tools are used to develop and checkout the vehicle and ground systems, and are used to determine the vehicle/mission health. Recurring cost for updating the tools and databases is reduced by use of the autonomous close-loop feedback feature. Minimum human effort is required to make requirement, design changes, and analyses. The vehicle and ground system turnaround time is reduced because the processes and system have been automated. Human effort is constrained to critical path decisions and physical maintenance operations. The suppliers, contractors, and customer design, build, and track status within the integrated PDM and logistics system. 

All of the above can be accomplished. However, to modify parts of an existing infrastructure, and develop the missing tools and processes, may be too cost prohibitive for most companies to pursue. A more practical approach may be to implement the closed loop infrastructure in a selected joint customer/contractor pilot program. Most of the processes and tools should be able to scale upward into the full-scale system. 
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