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Abstract

The goal of this project is to provide self-diagnostic capabilities to the thermal protection systems (TPS) of future spacecraft.  Self-diagnosis is especially important in thermal protection systems (TPS), where large numbers of parts must survive extreme conditions after weeks or years in space.  In-service inspections of these systems are difficult or impossible, yet their reliability must be ensured before atmospheric entry.  In fact, TPS represents the greatest risk factor after propulsion for any transatmospheric mission [1].  The concepts and much of the technology would be applicable not only to the Crew Exploration Vehicle (CEV), but also to ablative thermal protection for aerocapture and planetary exploration.  

Monitoring a thermal protection system on the Crew Exploration Vehicle (CEV) is a daunting task: there are more than 24 square meters of TPS, whose integrity must be verified with very low rates of both missed faults and false positives.  The large area of monitored components precludes conventional approaches based on centralized data collection over separate wires; a distributed approach is necessary to limit the power, mass, and volume of the health monitoring system.  Distributed intelligence with self-diagnosis further improves capability, scalability, robustness, and reliability of the monitoring subsystem.  A distributed system of intelligent sensors can provide an assurance of the integrity of the system, diagnosis of faults, and condition-based maintenance, all with provable bounds on errors.

1. Background

The thermal protection system (TPS) represents the greatest risk factor after propulsion for any transatmospheric mission [1].  Any damage to the TPS leaves the Crew Exploration Vehicle (CEV) vulnerable and could result in the loss of human life as what happened in the Columbia accident.  Currently no system exists to notify the astronauts or ground control if the thermal protection system has been damaged.

The Columbia Accident Investigation Board recommends “on-orbit inspection ... of the  Thermal Protection System” “before return to flight” [2]  The research described below consists of the preliminary steps leading toward implementing a biomimetic distributed sensor network in the thermal protection system of the succeeding spacecraft.  Such a network would provide continuous, real-time, high-resolution data on the “health” of this all-important system.  Early awareness of the damage to Columbia might have allowed its tragic loss to be avoided, either through transatlantic abort of the launch (standard procedure in the event of engine failure) or in-space repair of the damaged parts.  

Distributed sensor networks are common in biological systems.  For example, the human skin contains more than 2 million nerve endings, each of which is specialized to detect touch, temperature, or pain.  Such a system requires cheap, compact, lightweight sensors and a network architecture that minimizes the required communication bandwidth among sensors (nerve cells) and between the sensors and the brain.  The system of sensors and their network must provide sufficiently low latency for responses to occur on an appropriate timescale, and must provide sufficient spatial resolution to allow assessment of the severity and locality of the stimulus.

This research proposes to develop a similar system of sensors to detect damage to the thermal protection system (TPS) of future manned spacecraft.  Such a system would increase reliability of the spacecraft by providing continuous real-time feedback on the state of the TPS.  The TPS will be divided into “logical regions” approximately 10 cm square.  On the CEV, there would be approximately 2500 such regions.  Each region would have a simple microprocessor and several emitter-detector pairs added, becoming a network node with semi-autonomous capabilities.  

2. Concept for Distributed Sensor Network
In the current concept, the baseline capabilities of each logical region consist of: detection of fracture within itself, optical temperature measurement at different depths within the TPS, communication with neighboring regions, and detection of loss of communication.   These capabilities may be implemented using fiber optics or other technologies.  

The added hardware to each regionconsists of a processor, sensors, communications, and power.  The processors will be commercial off-the-shelf microcontrollers, which may be modified for radiation hardening if a suitable rad-hard part cannot be identified.  With the quantities required, significant economies of scale will be available.  These parts are very low power (hundreds of microwatts or less), so the entire system of thousands of regions will require only a few of watts.  Since the communications occur over a distance of perhaps 10 centimeters, the optical communication may also be very simple and low-power.  The weight added to each region is less than a gram, so the total TPS weight increases by a few kilograms.

Different sensors are appropriate for different TPS materials and applications.  Compatibility issues include service temperature, thermal expansion, and chemical reactivity.  Temperature and integrity/fracture are likely to be important in all TPS applications, but some sensors such as recession are only relevant to ablative TPS.  Once the distributed sensor network is in place, their processors and communications network can support addition of a wide variety of potential sensors including active and passive acoustic monitoring of attachments [3].  

The simplest sensors consist of an emitter-detector pair coupled to a continuous optical fiber.  Continuity of this sensor fiber is lost if a crack is present.  Temperature monitoring by optical pyrometry may be achieved through the same fiber, allowing post-flight analysis of the TPS performance for more effective and efficient maintenance of reusable vehicles.  The processor, emitters, and detectors will be permanently attached to the inside surface of the TPS, next to the hull where the temperature remains moderate, <150 ºC.  

Adding intelligence to the thermal protection system involves many challenges that must be addressed and overcome in order to make the project a success.  One important consideration is limiting the mass of the added hardware.  Figure 1 shows the components that must be added to each region.  The orange sensors have the capability of monitoring the temperature at specific depths.  The grey communication links found along the bottom of the TPS serve as communication lines that report to the processor found at the center of the region’s base.  The green sensor is a continuous optical fiber that runs throughout the TPS region as shown, is coupled to an emitter-detector, and tests for integrity.  In actuality, the fiber will have gradual curves rather than the sharp bends pictured in Figure 1.


The concept is directly applicable to ablative TPS.  The Apollo heat shields were carbon-phenolic composite, as are the leading candidates for new ablative shields.  The other current choice seems to be glass microspheres in phenolic.  Either of these can be molded into tiles (with chopped fibers for the former material), or formed by lay-up a carbon fiber cloth with uncured phenolic resin.  This is the standard low-volume production technique for glass- and carbon-reinforced polymer composites for structural applications.  The sensor fibers may be incorporated between carbon layers, or integrated into one or more layers, as required.  These sensors detect continuity, cracks, delamination, and temperature, among others. 

Failure of the RCC leading edge panel number eight was the proximate cause of loss of Columbia [2].  Future vehicles as well will have “critical regions” where detection of damage is especially important.  These critical regions may be addressed with redundant sets of sensors and controllers.  Furthermore, some proposed designs have regions such as leading edges where the temperatures do not permit embedded silicon electronics.  These regions may be monitored by controllers in adjacent parts of the thermal protection system.

The distribued network will record detailed performance data, and should be possible to implement in several different materials systems.  The plan already includes continuous monitoring during entry, descent, and landing.  The data will be collected in a HM database on our backbone TPS-HM network, where it can be handed off to a centralized system for downlink.  This database can be used to determine the actual performance characteristics of different TPS materials in flight tests.  Another possible use of the data could be for making real-time adjustments during re-entry based on the temperature, ablation, etc., as measured by the network.
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Figure 1:  “Intelligent” region of TPS containing sensors and controllers: integrity (green), temperature (orange), processor (black), and communications (gray).

Similar capabilities are being considered for ultra-high temperature ceramic (UHTC) leading edges for hypersonic vehicles.  Such higher-temperature components may have only sensors installed, with processors and network communications removed to a more hospitable location nearby.  Essentially any place on the vehicle that can be made of aluminum can support current silicon microprocessors, while future electronics based on silicon carbide and other materials promise much higher service temperatures.

We are currently investigating incorporating similar embedded sensor/processor arrays in composite blades for wind turbines.  The issues are similar, and there is an extensive knowledge base in this area which we are tapping for the wind turbine project.  We can leverage this experience to get to the material-specific issues with some of the leading candidate ablative materials in future research.

Laboratory experiments have shown that silica fibers may be embedded in reusable silica TPS tiles like those used on the Space Shuttle [4].  Work with ablative materials is underway at UMass.

3. Communication and Distributed Decision-making
Our concept consists of a network of sensors and processors interconnected by communication links.  The core tasks of the distributed sensor network are the detection, verification, classification, and timely notification of damage.  To detect damage, thousands of independent regions of the TPS are instrumented with a processor and one or more of the optical temperature and fracture sensors described previously.  
To reduce the incidence of false alarms, failures detected by the sensor network are first communicated locally to neighbor sensors, which coordinate to verify and classify the severity of the failure.  A simple yet robust randomized message routing protocol is then used to route a damage summary report through a Network Access Point (NAP) to the vehicle’s main computers, where the report is either stored or communicated to the vehicle’s pilots and ground control, depending on its severity.    To minimize missed detections the network performs continuous self-monitoring from power-up to power-down.
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Figure 2:  Schematic of the sensor network architecture.

3.1 Network Architecture

The major components of the sensor network are schematically illustrated in Figure 2.  Figure 2 shows a TPS consisting of two types of regions (non-critical and critical) and high-temperature leading edges.  Non-critical regions contain a single processor and temperature/fracture sensors, critical regions contain multiple redundant processors and temperature/fracture sensors, and leading edge panels have temperature/fracture sensors only.  Processors are connected to their immediate neighbors by communication links.  We propose optical communication links, with optical fibers that are optically aligned, but not physically continuous across the boundaries.  The innovation of this design is that by monitoring the performance of the communication system, it is possible to detect and distinguish misaligned and missing parts of the TPS from communication failures.

Space is a very harsh environment for microprocessors, with atmospheric entry being even more so.  Our system benefits greatly from its architecture in protecting the sensitive components.  First, the temperature-sensitive electronics are protected from the heat of atmospheric entry by the full thickness of the thermal protection system.  Second, because there are no long signal wires, our system is well-protected from electromagnetic interference (EMI).  Additional EMI shielding can be readily added if required.  Radiation-hardened microprocessors reduce the power consumption of the system, as well as providing resistance to the strong electric fields which may be present in the plasma.  From our conversations with two different experts in this area, it is clear that the effect of the plasma environment on the electronics is a fertile area for research, but should cause no insurmountable obstacles.

3.2 Communication and Routing

The communication links interconnect the processors to their immediate nearest neighbors to form a lattice topology.  Interspersed throughout the lattice are also a number of network access points (NAPs) whose purpose is to collect the alerts being communicated by the distributed processors and monitor the health of the sensor network.  The NAPs are where the vehicle’s electronics infrastructure interfaces to the sensor network.  The number of hull penetrations is therefore related to the number of NAPs.

Packet-Based Messaging.  

We propose a simple packet based messaging protocol in which damage alerts and network health test probes are sent hop-by-hop between the processors and NAPs.  Each message packet contains the message source address, destination address, message type, and message payload.  Standard techniques (e.g., CRC) are used to detect and correct communication errors.

Randomized Routing.  

For communicating damage alerts to a NAP, a simple randomized routing protocol can provide an efficient and robust method.  In particular, by encoding each processor and NAP with its (x, y) coordinate location each processor then knows its relative position within the lattice.  Then, for example, a processor at location (x, y) forwarding a message to location (x′, y′), where x′ > x and y′ > y, will forward the message to a randomly selected neighbor with a probability biased to move the message closer to its intended destination, i.e., to a neighbor with larger x or larger y location in the lattice. A key advantage of this scheme over directed routing is that it does not require routing tables to be stored in the distributed processors. Hence, any changes in the network topology, for example due to failed communication links, can be easily accommodated.

With such a randomized routing protocol, messages are forwarded in the “right” direction most of the time, but the routing protocol also occasionally allows a message to be forwarded in the “wrong” direction, see Figure 3.  Such a randomized routing scheme enhances reliability since it can ensure (1) that a message is not lost if it encounters damaged controllers or broken communication links that cannot communicate anymore, and (2) that a message eventually reaches its destination if a path exists to the destination.  Moreover, this fault-tolerance is obtained without the need for routing tables or complicated routing table updates after processor or link failure. The probability of reaching a destination NAP in the randomized scheme can be estimated by modeling the message transition as a random walk through a lattice. The bias towards the destination direction can be modeled as a drift parameter in the transition matrix. Using this formulation we can show that the probability of message loss on a randomized path can closely approximated by (pf)e, where pf  the probability of failure of any single link and e denotes the minimum neighbors any node has on the lattice. When compared with the directed routing, where the probability of message loss is given by (1 – (1 - pf)2(n-1), we can observe that as the distance between the source and destination of a message grows the probability of message loss in directed routing scheme increases rapidly whereas that in randomized scheme remains relatively constant.
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Figure 3  Randomized message routing.  Arrow length indicates probability, i.e., with small probability a message gets routed in the “wrong” direction.
The cost of occasionally forwarding a message in the “wrong” direction is a marginal increase in the expected number of hops needed to route a message from a given source location to a given destination location.  For instance, in a 30 x 30 lattice (900 nodes), where 90% of the messages are forwarded in the “right” direction and 10% of the messages are forwarded in the “wrong” direction, the hop count is only 24% higher than the minimum number of hops (in an N x M lattice the minimal number of hops is N+M–2).  This marginal reduction in performance is more than compensated by increased robustness.  Considering again a 30 x 30 lattice and assuming a certain probability of communication error, in which case the message has to be resent in a new direction, the expected hop count increases only slowly.  In particular, with a 5% probability of communication error, the increase in the expected number of hops is only 5%.  For 10, 15 and 20% probability of communication error the increase in hop count is 11, 18 and 25% respectively.  Since the anticipated error probabilities for the communication network are well under 1%, the unrealistically high error probabilities in these calculations clearly illustrate the robustness of our randomized routing scheme. The robustness of the randomized message passing scheme can be further enhanced by sending alerts to multiple NAPs, instead of a single one.

3.3 Error detection (verification and classification)

The approach used for error detection is different for non-critical regions, critical regions, and leading edge panels.  While damage or loss of a few non-critical regions does not jeopardize the integrity of the TPS, damage or loss to just a single critical region could greatly increase the risk of vehicle loss on reentry.  Because of the difference in the importance, non-critical and critical regions are instrumented differently.  Each non-critical region is monitored by a single processor and a single temperature/fracture sensor.  Each critical region, on the other hand, is monitored by multiple processors and multiple temperature/fracture sensors.  Detected problems must be classified as maintenance issues or emergency issues.  Given that a detected problem could result in mission abort, extremely high confidence in the sensor network is a necessity.  Therefore, minimal false alarm probability and missed detection probability are the main objectives for any monitoring system.  These objectives are achieved by sensor coordination and information fusion.

Information Fusion in Non-Critical regions.  

There are two ways failures are detected in non-critical regions.  The first one is the self-detection of an internal error, meaning that a sensor detects damage in the region or a failure in its communication or sensor capabilities.  The second involves processors periodically checking their neighbors to see if they are “alive” and functioning properly.  A detected failure in either case results in the election of an Alert Coordinator (AC).  The role of the AC is to attempt to verify the failure by collecting further information.  This is done by instructing the other neighbors of the faulty node to verify its status.  The AC then fuses the information and sends a report to a NAP.

There are two reasons for using an AC instead of just sending every piece of information to a NAP.  First, the information is locally verified and is sent as one information packet to a NAP.  This helps to reduce network traffic and less evaluation work is needed after the information reaches the NAP.  Second, the false alarm probability can be reduced significantly.  For example, suppose an AC finds that it cannot communicate with one of its neighbors.  The processor could wrongly conclude that the region is missing.  But by querying the node’s other neighbors the AC can reduce the probability that its communication failure is due to a missing region.  Specifically, if the probability of communication link failure p = 0.01, then without coordination the probability of falsely reporting a missing region would equal p = 0.01, since the AC acting alone would not be able to distinguish a missing region from a failed communication link.  However, by merging the information from four neighboring nodes, the probability falsely concluding a region is missing (assuming independent communication error) is equal to p4=1x10-8; a four order of magnitude reduction in false alarm probability. The key advantages of using this approach in non-critical regions are shown in Table 1.

	Non-Critical Nodes

	1. Damage
	High Priority (maintenance required, possible emergency)

	2. Sensor failure detected
	Low priority (maintenance)

	3. Comm link failure detected
	

	4. Processor failure detected
	

	Key Issue: reducing false alarm rate on 1


Table 1: Fault Classification in non-critical regions.
Information Fusion in Critical Regions and Leading Edge Panels.  

Detected problems with a critical region or panel must be handled with very high priority as they may indicate a potential emergency.  But also failures in communication links, sensors or processors have to be double checked, since they are crucial for the confidence of the report.  To acquire additional information each critical region and leading edge panel has multiple redundant integrity sensors.  When a failure is detected, one processor is elected as a Cluster Leader (CL), as shown in Figure 4.  The CL may be a processor in the region where the failure is detected, or as in the case of high-temperature leading edge panels, may be in an adjacent region.  A CL not only detects failures through its own sensor, but is also the point of contact for information gathered by the other sensors and processors in its cluster.  Using, for example, simple majority vote, information on damage and failures is fused by the CL and reported to a NAP.  The more independent sensors that are available, the more reliable the voting scheme is in reducing false alarms and missed detections.  In case of a failure of the CL itself, a neighboring processor would detect the CL failure and would then take over as a CL.


[image: image4]
Figure 4: Cluster leaders for critical regions

Self-Monitoring.  

The worst situation is to have an alarm system that has failed and to not know that the alarm is not functioning.  Confidence in the distributed sensor network, therefore, requires constant checking of its functionality.  The central mechanism for doing this is for processors to periodically “ping” the status of their neighbors.  Any detected errors are verified, classified, and communicated to a NAP as described previously.  As an additional independent check of the lattice, the NAPs are not only recipients of messages from the processors, but the NAPs can also actively query individual nodes along selected routes through the lattice.  In this way, the NAPs can obtain a check of the network’s health and topology.
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Figure 5: Alert Coordinator leads local verification of faults

Additional Features

As mentioned earlier, the speed and reliability of a routing mode can be further improved by sending messages to more than one NAP.  This not only reduces latency, but also reduces the probability of message loss when large portions of the network are out of service due to damage or for some other reason (e.g., power failure).  There is, of course, a trade-off between network traffic and number of NAPs to which the message is sent.  Other extensions to the concept could include the recording of temperature histories for maintenance scheduling and possibly vehicle attitude control during reentry. The key advantages of using this approach in critical regions are shown in Table 2.

	Critical Nodes

	1. Damage
	Very High Priority (emergency)

	2. Sensor failure detected
	Crucial to confidence of report

	3. Comm link failure detected
	

	4. Processor failure detected
	

	Key Issue: multiple observation, sensor fusion to give very high confidence and low false-positive rate on damage detection


Table 2: Fault Classification in critical regions.

3.4 Computational Test Bed and Hardware-in-the-Loop Simulation

To test the proposed system a network of 2500 nodes with their processors, sensors, and communication links will be emulated using a grid-computing cluster.  A variety of scenarios and topologies will be evaluated.  In addition, the parameter settings for the randomized routing protocol will be optimized taking into consideration network bandwidth, message size, lattice topology, number and distribution of NAPs, expected number of failures and their expected spatial distribution as well as errors in message transmission.  Finally, to test the hardware concept, we propose to manufacture ~10 nodes with real processors, sensors, and communication links embedded in TPS material and integrate them with the grid-computing cluster for hardware-in-the-loop test and evaluation.

4. Conclusions

In-situ assessment of the condition of the thermal protection system in near real-time is a challenging problem, but is an essential capability for future manned spacecraft.  Smart materials and components such as those described here are a very promising part of the solution to this problem.  Fiber-optic sensors meet many of the requirements for this application, including a high service temperature, low power, and low mass.

Distributed sensing with local intelligence and distributed decision-making is critical to meeting the constraints on mass, power, and volume for the entire condition-monitoring system.  Many locations within and adjacent to the TPS have environments benign enough to support current electronics, and the range of suitable locations will increase with the availability of higher-temperature electronics.

In summary, distributed sensing in the thermal protection systsm will play an important role in improving the safety, reliability, and serviceability of future spacecraft.
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