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Abstract

A number of new tactical planning and operationsiso
were deployed on the highly successful Mars Expiona
Rover (MER) mission. Based on successes and lgsson
from the MER experience, a number of groups at NASA
Ames and JPL have developed a platform for devetppi
integrated operations tools, called Ensemble. Ebhkem a
multi-mission toolkit for building activity planngm and
sequencing systems that is being deployed on estend
operations for the MER mission, the 2007 PhoenixsMa
Lander and the 2009 Mars Science Laboratory rover
mission. Experience designing, building and opegathe
MER tools with our colleagues, studying the usetlo
MER tools from a Human/Computer Interaction
perspective, and feedback from these three misdhass
lead us to take a somewhat different approach smdimg
and deploying applications with planning technoldbis
time around. We believe these changes will makerdu
applications even more efficient to use and easter
implement. This experience may be of use and istdre
people working on similar kinds of applications,asp
related or not.

Introduction

The Mars Exploration Rover (MER) mission is a highl
successful rover mission to Mars run by NASA’'s Jet
Propulsion Laboratory (JPL). Each day scientistsl an
engineers must analyze what situation the two M&FrRns
are in and plan what activities the rovers willfpem the
following day. To support this process, a numbér o
planning tools were developed by teams at JPL aed t
NASA Ames Research Center. These include a tool
scientists use to define the activities they wolike the
rover to perform (e.g., grind the surface of a #eoock

for 30 minutes) (Norris J. S., et al, 2005b), al teged to
create constraints between activities (e.qg., thk grinding
must take place before the picture taking actiitat
documents it), and a mixed-initiative planning toskd to
assemble the activities into a plan that is coeststvith
the constraints, safe operations rules for the reyvand

limits on power and other resources (Bresina, Jmss
Morris and Rajan, 2005a). These tools have bsed tor
over two years on the two MER rovers, resultingthe
successful production of nearly two thousand planof
this writing.

The MER mission used planning technology in tattica
operations in a way that had not been done befdréhe
end of the ninety day primary MER mission, a cajlea
quipped that the best way to develop software fmission
was to fly the mission first, then write the softeia
because at least then the requirements would berkno
In some sense, the authors have that luxury asqgbaat
team responsible for deploying activity planningdan
scheduling tools for the 2007 Phoenix Mars Lanaher the
2009 Mars Science Laboratory (MSL) rover missionhe
Phoenix and MSL missions are very different from RIE
in terms of scientific objectives, instrument pags and
spacecraft capabilities. But we have a model ofv ho
planning technology was used in MER operations, and
lessons learned from developing it, integrating and
participating in real mission operations. Moregwkiring
MER primary operations, a Human/Computer Interawctio
(HCI) team studied the MER tactical process to dvett
understand what task the combined human/software
process was attempting to achieve each day, howlgeo
were actually using the planning technology thatswa
deployed, and how they would have liked to haveituse

These lessons have led us to build on the sucdabese
tools with a somewhat different approach to desigrand
deploying applications with planning technology elhiwve
believe will make future applications even moreciht
to use and easier to implement. This experience lmsagyf
interest to people working on similar kinds of apations,
space related or not.

This paper begins with an overview of typical soefa
mission operations. We note some characteristics o
planning in this context that differ from how pléang has



been framed in the computer science community. We
suspect these differences may be relevant to a ewoth
similar types of operations processes. We thenuds
some of the changes in approach we have taken, Hown
we decide what functionality to include in a plami
application, to how we design and implement ithéov we
develop the planning models. We briefly discuse th
ongoing deployment of a planning application acrthes
MER, Phoenix, and MSL missions. Based on this
experience, we introduce some of the advantagefeate
this approach has allowed us, and the risks ibéhices.

Operation of a Surface Mission

When scientists and engineers operate a landever r

all scientists’ desired activities is not yet asbik, the
scientists are encouraged to oversubscribe sometghat
ensure that the rover’s resources will be fullyized.

In the next step in the tactical process, the olagen
requests from all of the scientists must be mergéd
each other and with engineering requirements (e¢hg,
rover may have to remain stationary at a fixed toheday
to relay its data to a satellite passing overheadhis
merging process may require deletion or modificatis
some activities, with accompanying negotiation lesstw
scientists, trading for more access to the rover on
subsequent sols, and so on. From the merged set of
requests, a detailed plan of activities is consgdidor the
upcoming sol. The plan must obey all applicabightl

on a planetary surface such as Mars or a moon, theyrules that specify how to safely operate the rced its

typically have a strategic plan that lays out wkiats of
activities they would like the rover to perform ovéne
next few days or weeks. With today's highly capable
spacecraft, many of these activities will involvermplex
interactions with the environment, such as drivilmgpugh
rough terrain, digging, heating core samples, dch&near
future, ablating rocks with a laser. The precigeome of
these activities, from how much energy will be aonsd
driving to a destination, to what scientific oppities
will be revealed by digging and photographing adte is
difficult to predict in advance. Thus mission ogg®ns
will typically consist of a longer term strategitapning
process, and a tactical planning cycle that tak@e i
account the problems and opportunities encounteneitie
surface each day, referred to as a sol on othaefsa

The tactical commanding cycle might proceed as
follows. The engineering and science data gathéned
previous sol is analyzed to determine the statukeofover
and its surroundings. This might include imagestaky
the rover, non-image science data such as speea@ings
from engineering sensors on the rover, and refortthe
state of batteries or data storage devices.

Based on this, and guided by the strategic plae, th
scientists determine a set of desirable scientifictives
for the next sol. To do this, they might browse dbmked
images and data to determine what objects are nwitre
range of the rover’s sensors and actuators. Thigytm
decide for example that a specific point on a lgcak is
of interest for drilling or that features in thesdince should
be imaged. For each activity, there will be a numbk
science-driven parameters, such as which filteukhbe
used when taking an image, and science-driven N,
for example to ensure that an image is taken ana of
day when the lighting is adequate. In additiorsédting
parameters and constraints, scientists must take tbat
their desired objectives are not consuming an inatd
amount of the rover's shared power and data storage
resources. Since a detailed picture of the resousage of

instrument suite, must remain within specified rtese
limitations, and should obey the science conssgitdced
upon each activity. Moving from the requested skt o
observations to a valid plan may again involve reimgp or
modifying activities or deleting or adjusting saden
constraints, with the requisite negotiations. Tésulting
activity plan is then reviewed and approved by the
scientists and engineers.

Once approved, the activity plan is used as théshas
create sequences of spacecraft commands, whicke driv
onboard execution. This sequence structure is then
validated, packaged, and communicated to the roVése
rover executes the sequences, downlinks the negudtita,

and the tactical cycle begins again. Dependinghupe
nature of the mission, the tactical cycle may répeathe
order of hours or days.

There are many points in the strategic and tactilzaining
processes where planning software is helping theRME
mission, and will help the Phoenix and MSL missions
It's interesting to note however that there are ynan
important aspects of these mission deployments that
wouldn’t necessarily come to mind when thinking @atbo
planning technology:

¢ Human negotiation is used to determine which
goals should be in or out of a plan
Users must be able to work with inconsistent
plans, efficiently implement negotiated changes to
the plan or constraints, and explain the resulting
plan to their colleagues
The desired plan may not be consistent with all
aspects of the planning model, given that
exceptions to operational rules may be authorized
during negotiations
The planning software itself is more correctly
described as a system of specialized,
interconnected tools that each perform a subset of
operations, e.g. we must rely on other tools for



creating the activities we plan upon, estimating subsequent missions that we could hear and respond
aspects of their resource usage, etc their highest priority problems. To this date, H€&l team

» This software ecosystem is created by many remains an equal partner in delivering operati@ust to
specialized teams and is typically different across missions by

missions (for example Phoenix and MSL) that are e Working with mission customers, software
in development simultaneously engineers and planning experts on a weekly basis
to determine what features and technologies will

In the remaining sections of the paper, we distwuss the best meet customer needs
approach to design and development of planningstool e  Story-boarding how users would interact with the
differs from that used on MER, including heavy uxfe system and developing detailed designs
Human/Computer Interaction expertise and the iatgn e Performing structured user tests to gather early
of the planner engine within a multi-mission, coment- feedback and determine best designs and
based software tool set. We briefly describedntisions processes

where we are currently employing this approach, the
advantages we have seen and the accompanyingthiesks  \ixed-I nitiative Focus

must be managed. One of the primary lessons both of direct MER fesdkb
and HCI studies was that the planning system fareRix
Approach f’:\nd MSL must have a far more mixed-initiative flaﬂm_an

PP it was possible to deploy on MER. When creating or

Based on observation of MER operations, experimfce  modifying a plan, the user must have almost coraplet
team members developing tools for that mission, and control over where activities are placed on a tineel It

feedback from MER users, we take an approach tffats can be very disconcerting for activities to jumptard for
somewhat from MER planning tool development. These an apparently unknown reason, even if it is to edrra
differences can be found at all stages, from howdegide temporal or flight rule violation. It is thereformportant
what it is we are building, to how we design andediep it, that the user know why a particular action is takéace.
to how we deploy it. We describe a number of ¢hes In addition, users must be able to ignore chandges t
below. planning system would like to make to the plan Haggon
its model, as during the time critical operatiopabcess,
Use of Human/Computer Interaction Expertise operating rules may be modified or relaxed for sgdec

An advantage of following the highly successful MER circumstances or model bugs may be found.

mission is that we can study and learn from that
experience. Planning experts and software engirfeem

our current team were on the team that developed th
MAPGEN (Bresina, Jénsson, Morris and Rajan, 2005a).
and Constraint Editor tools for the MER missiondan
participated in operation of the primary ninety dajgsion

for the two MER rovers. In addition, a team of
Human/Computer Interaction (HCI) experts from NASA
Ames studied MER operations for ninety days (Tgiinet

al, 2004). Their focus was to understand the MER
operations process and how the entire human amdasef
system operated to produce a plan and command load
every day, independent of the role of any particula
technology.

In the case of the current design, the user isndailg
given complete control and uses the planner agiaisa.

As the user manipulates the plan, the system is
automatically communicating with the Europa planner
behind the scenes, determining if there are tenhpora
violations. It is also enabling features like doased
move where the interface will move constrainedvititis
within their allowed temporal bounds as the usewesoa
target activity. The system will automatically geate a

list of violations that exist for various activii@nd attempt

to explain what is causing the violation. The usan
manually select “Fix Violations” to have the Europa
planner attempt to fix all the existing violatioimsthe plan.

In this case, Europa computes new times for aisior
may unscheduled activities that introduce violadidhat
cannot otherwise be repaired. The changes Europa
introduces can be undone, and each activity thatoged

is visually distinguished and displays the changeofga
has made.

When the opportunity came to develop a streamlined
activity planning system for subsequent Mars serfac
missions, the HCI team developed a prototype of an
integrated activity planning and scheduling appita

(McCurdy et al, 2006). The focus of the prototypaswo

show how bottlenecks and frustrations encountetethgl . o . .
MER operations could be reduced or eliminated and t The main pointis that the planner is always acimgither
gather user feedback before implementing the new & passive, mformaﬂonal way or acting actthecdllrequest
planning system. This helped to ensure that toold a of the user in a way that can be easily undoneilltalert

technologies would be adapted to support the hestilple the user to a violation without acting upon it wsle
process, rather than a process being developedt tnf  €xplicitly told to do so by the user. The plandees not

suggest such actions to the user in appropriatatsins
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Figure 1. Plug-ins and services developed for
Ensemble

This change in the way that the user leveragegptveer

provided by automated planning technology requeeche

changes to the way the domain is modeled, to thenihg

algorithms, and to how the planning problem isugeaind

maintained. Bresina and Morris describe these gdsim

detail in their 2006 SMC-IT paper (Bresina and N&rr
2006).

Open Component-based Development

A key observation from MER operations is that for a
mission with tight time requirements on the tadtica
planning process, lack of integration between djms
tools poses significant efficiency problems. Thé&RI
operations process, along with that of many othiesions,
was assembled from many existing tools. Typically,
experts on each step of the operations processilgedc
above develop a specialized tool with its own user
interface, data structures, and way of conceptingliz
operations. These are then assembled into theatiqes
process by adapting them to each other with tréorsia
scripts or other means of integration.

During operations, this means that users must nfimra

tool to tool to perform the operations flow. On REhese
tools were not initially designed to be part of sam
conceptual process and contained many duplicated,
inconsistent interfaces to same subtask. In amditihe
plan moved between tools via translations that weost
often one-way. Thus once a plan had been moved fro
one tool to the next, modifications that requireddtions

in a previous tool could no longer be easily made.

Slightly less obvious is the problems this causesnd
development. Because the tools are not designked tsed
together, they are typically not integrated urditly late in

the development process, and in a somewhat ad-hoc
manner. Since integration is done via scripts aihel f
translations as opposed to some more API-base@- typ
checked integration style, it's not always clearewthhe
integration is broken. In addition, a significaarhount of
time is wasted as each team responsible for adalops
incompatible and redundant data formats, displags e
Ironically, even more time is wasted later integgthem

all back together.

Ensemble is a software platform for operationgpiies! by

the MER experience, which allows software fromefiént
teams to be integrated together into a single ops
application. Ensemble is based on components, imgan
different software functions are delivered as rahls
components that can be combined together depenging
what type of application is needed. We are curyentl
delivering overlapping but unique applications toet
missions and a host of smaller research projeétigure 1
gives a flavor of the number and variety of teamaived

to date and the names of their contributions toehrise.

A variety of software components or plug-ins foffetient
tasks —from manipulating scientific images to vdiidg
complex sets of spacecraft activities — have béegged

into Ensemble. The figure also indicates thatBheemble
platform is heavily based upon Eclipse, an openemu
component-based Java software platform, which we
discuss briefly in the next section.

The core parts of Ensemble, indicated schematidaltize

box labeled Ensemble, contain functionality thah dse
shared by all Ensemble plugins. This includes eshalata
structures to represent plans and lower level comima
sequences. These shared data structures takdatiee qf

file and script integration between components, eard be
checked at compile time as each component is being
implemented or modified. Ensemble also contairegesh
implementation of routine tasks such as /O to cemm
formats used by external mission tools, shared
implementations of simple activity viewers or other
components that have been designed or implemented
collaboratively, and so on. On top of this layer
functionality, specialized teams integrate thegher-value
Ensemble plug-ins.

In addition to the Java plug-ins that are directly
implemented with Eclipse, Ensemble also uses nétwor
components to gain additional functionality. EitHer
convenience of integration, architectural elegaraefor
enhanced security, it sometimes makes sense ftaircer
components to reside as back end server processks a
communicate with the client via some network protoc

Europa is a constraint-based planning framework
developed at NASA Ames Research Center (Jonsson, et
al., 1999; Frank and Jonsson, 2003) which is ugetthe
MAPGEN activity planning tool for the Mars Exploiat
Rovers. Europa 2 is the next generation planning
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framework also developed at NASA Ames. We have
adapted the Europa 2 planner and wrapped it aswaorie
service. The Europa 2 server is a multipurpose rihan
platform core with an XML-RPC server layer abovased

to interface with the Ensemble client. Correspogdin
Eclipse plug-ins in Ensemble connect to this senaad
allow information to be exchanged between the pann
and other Ensemble plug-ins. The server API isgtes

to use the underlying planning platform as a mixed
initiative planning advisor for the client.

Figure 3 is SPIFe, a set of Ensemble plug-ins aesigand
developed by the authors based upon experiencetkgth
MER operations process. SPIFe includes many views
laying out plans on a timeline, editing constrgirasd
receiving lists of plan flaws and explanations fraan
planning system such as Europa 2. Since SPIF§ igse
comprised of a number of plug-ins, various subsétits
features may be deployed in different applications.

Not shown but important to the planning procesanigther
set of plug-ins collectively referred to as Maestfrom a
purely planning-centric perspective, the Maestragghs
allow scientists to define what activities shall jleanned
and connect them with real-world objects in theerowr
lander’s reference frame. These plug-ins develagietPL
allow scientists to browse science images and atlaga
delivered from a spacecraft, create targets in a 3-
dimensional reference frame based on stereo images,
define activities on those targets, and make irestimates

T Z

Tooltips contain detailed
—.  information about the )
(___ moused-over activity

of their resource usage before final planning. Waestro
plug-ins and services currently provide this iniaativity

creation process to MER scientists distributed agdothe
globe and will continue do so for the Phoenix an§LM
missions. Unfortunately the details are largelysalég the
scope of this paper, but can be found in (Norris,aé

2005b) and (Fox et al. 2006).

Use of Eclipse

The open-source Eclipse platform is an essentill ftar
development within Ensemble. Eclipse provides thsid
structure for plug-in based development and managém
of multiple products based on selections of plug-in It
allows us to assemble applications from chunks
functionality developed by different teams in apsigingly
fluid fashion because cooperation is no longer depet
upon external interfaces (file IO, network commatiicns,
etc), but can instead implement application prognamg
interfaces (APIs) that are flexible, robust, aneéakted by
compilation any time code is modified.

of

Additional benefits are gained through the use lof t
extension point model in Eclipse. The extensionnpoi
mechanism allows for loose coupling of software
components to each other. They behave as the ctmtra
between one component that defines an extensiomt poi
(such as a file menu that allows for additional méem

by requesting information regarding the name, iemad
action to be executed) and a component that impiésrie



This simple concept can be extended to provideeatgr
deal of information that may be optionally includedthe
product or left out. This leads to Eclipse's plog-i
architecture that provides Ensemble with the flikjb
necessary to mix and match features for particular
missions.

One visually dramatic example of this mechanisnthis
perspective extension points. Perspectives in Eeligre
visual containers that encapsulate views, editorenus
and fundamentally the operation of the entire ajafilbn.
Using a perspective a user can rapidly switch baiott
forth from the data browsing perspective defined by
Maestro to the planning and scheduling perspective
defined by SPIFe with the click of a button. This
functionality essentially melds the functionality two
entirely different applications into a single degkt
executable.

Simple, agnostic interfaces

In the Remote Agent architecture flown as experinten
the Deep Space 1 spacecraft (Muscettola et al 1988)
planning system had hooks which would call out to
services supplied by the spacecraft flight softwafdese
services would perform specialized calculations duse
within the planning process, such as determining komg

an engine burn should last given some parameténs.
some sense, in integrating Europa 2 with Ensembe,
have turned this model inside out. Europa 2 casdes as

a set of services that can be called by missioticgtipns
through a simple API. This API provides answers to
gueries about activities, constraints between thsow to
modify them, and so on.

We believe simply turning how we think about tharpier
inside out has provided a significant amount otttoam.
One way to lower the barrier to adoption is to dase the
complexity of implementation. The fact that thampier is

a self-contained service that a mission applicagionply
calls, rather the place where specialized missemices
are integrated as it was in the Remote Agent, méaiss
much easier to add the planner or remove it later i
necessary. Ironically, this means it is much easieget
the planner approved in the first place.

As it is unknown what platform, language, or aretitire
will be used by any particular mission system, st i
necessary to devise a method by which most angemsyst
can interface with our planning system. The method
chosen which implements such agnostic interfaces is
network component architecture, specifically knowas
web services in this context.

XML-RPC, a relatively simple to use and widely
implemented protocol was chosen as the basis fer th
interface between core Ensemble applications wiritte
Java and external services such as Europa 2.

lightweight remote procedure call protocol uses XKéL

encode requests and responses and uses HTML as the
transport mechanism. XML-RPC libraries are avédddbr

a wide variety of languages which makes it idealdasy
adoption by a prospective mission. The simple tionc
based APl requires a minimal amount of time to
understand before implementation can proceed.

The API developed consists mainly of operationatel to
adding, modifying and deleting activities and coaisits
and modifying activity parameters. For our custoangve
distinguish between temporal constraints betweéniges
that are added via the API, and constraints inleethe
Europa 2 model, which we refer to as flight rul@sce the
activities and constraints are registered, thentloan call
the various functions to determine the state ofriéevork
or the activities, such as network consistencytirget list
of temporal and flight rule violations, or fixinghdse
violations. The interface also allows for actiwngti or
deactivating flight rules and the ability to switblketween
active or passive enforcement of flight rules.

An interesting side effect of this style of inteian
between the application being deployed in Enserabl#
the planning services provided by Europa 2 is that
applications that have nothing to do with Ensemida
easily be adapted to connect to Europa 2 via itt AP
addition, Ensemble plug-ins that interact with thanner,
for example to display flight rule violations orghiight
activities that are in violation, could be connecte any
planner that can support this APl. As a result,vere
started a project to connect Europa 2 to an exgjsteb
application based on this API, and developers aitlaer
planner are investigating use of Ensemble with rthei
planner. In addition, APGEN (Maldague et. al, 1998
which with Europa comprised the MAPGEN tool deplbye
on MER, is delivered with a similar XML-RPC conniect

to Ensemble for use on the Phoenix mission.

M odels gener ated from existing mission artifacts

Europa 2 has a sophisticated and general language f
describing planning domains and planning instacedied
NDDL. Our intent for mission deployments is notuse

it. In the case of MER, the planning tool MAPGEBEed
Europa and a planner language called PDDL. MER
mission personnel created an XML document callesl th
Activity Dictionary (AD) which described the actiigs the
MER rover could perform, and a planning expert @éa
PDDL domain that captured these activities andrthei
interactions. This resulted in a domain encodheg tvas

as efficient as possible, but was often out of hywith the

AD or the myriad other tools whose authors created
domain models in a similar fashion.

For the use of Europa 2 in Ensemble, we have two
strategies for avoiding the inevitable disconnéetsveen a
mission’s AD and our domain description in NDDL.heT

Thisfirst strategy is not to have a domain descriptidhevery

activity by a user has only a name, start and gpest and



Figure3: MER rover, Phoenix lander, and M SL rover (not to scale)

temporal constraints with other activities, it {8l possible

for Europa 2 to find temporal constraint violatippsovide
bounds for constrained move, and suggest stratdgies
resolving conflicts.  These are very useful sersidor
many applications, and given the existence of thia 2
server and plug-ins to use it from Ensemble, can be
deployed almost for free. This is the strategglalged on

the Phoenix mission.

The second strategy is to automatically generatBL
description of the planning domain from a missioAI3.
NDDL is a very general planning language, but aal\esis

of the MER model used with Europa revealed that ver
few idioms were being used to represent the operati
restrictions on the rovers. These typically inealv
specifying which resources (e.g. sole control ef thver’s
arm) each activity required, what state conditioraativity
required or set (e.g. the deploy operation leglvesover's
arm out). On MER these couldn’t be generatethftbe
AD because of course no one thought of including th
needed information in the AD a priori, and they Vdou
result in domain model that was less efficient ttr@nhand
written model in terms of the number of objects and
predicates used to describe the rover. We appeabthe
first problem by designing a very limited languagé
activities and resources that could be used torgéné¢he
NDDL model. We tested it by generating a MER NDDL
model from a simple specification and running Eardb
with it on archived plans from MER operations.
Emboldened by that success, we then worked with KeSL
incorporate the necessary information for NDDL
generation into the schema for the AD that will adse
their mission. We anticipate generating domains
description for MSL from their AD, keeping Europaa@d
other mission tools in synch and enabling us to
continuously deliver prototypes as the set of @@ in
the AD is expanded and modified during the develepm
of the mission.

As far as the difference in efficiency between ancha
written domain model and the generated model, #ineety
generated model to be sure has redundancies tbat ar
causing the planner to do more work than is necgssa
However, between changes to the way we are invakiag

Europa 2 through its narrow interface and efficienc
improvements between Europa and Europa 2, the Bwzop
response on the generated model is significangitefahan
Europa on the hand-made model. We had considered
performing a second pass through the generate nodel
remove the most obvious redundancies, but it hasyeio
seemed to be a high priority use of developmemuess.

The Missions

Before discussing the advantages we feel this a@ghro
may offer, we provide a little more detail on thege Mars
missions where we are currently deploying Ensemble-
based applications, in addition to various reseasds of
the system. Figure 3 illustrates the spacecraftttiese
missions, but does not faithfully represent thailative
sizes.

MER

Operation of the two MER rovers, Spirit and Oppoity

has continued far past their designed ninety dawyagry
missions. Our Ensemble partners at JPL have detivan
application consisting of their Maestro plug-ins MER
extended operations, where it is used daily to beow
images downlinked from the rovers, create targidaéine
activities, and make initial estimates of their oase
usage. Currently the output of the new Maestrd feeds
into the same activity planning process used inMiER
primary mission for final planning. It's worth tiog that
the overall process design for how users wouldraute
with Maestro was developed with the HCI experts at
NASA Ames, both to improve the user experience for
MER and to ensure that Maestro plug-ins be comiste
with other Ensemble plug-ins when deployed in large
applications.

Phoenix

The Phoenix Mars lander launches in August 200d,ian
scheduled to begin operations in the north polgiore of
Mars in early 2008. The goal of the Phoenix noisss to
understand the chemistry and water cycles in thetidda



northern latitudes. Among other activities, Phoemni
scoop samples of the Martian soil and frost int@aboard
chemistry lab for analysis.

The Ensemble tool that has been delivered to tloeeiftk
mission is called the Phoenix Science InterfaceP8t.
The PSI application consists of the componentsreedi

to MER for Maestro, plus the SPIFe components for
developing activity plans, the Europa 2 server, and
APCore, a JPL system for validating plans, the
functionality of which overlaps with Europa 2.

Interestingly, Europa 2 was not originally basdtinr
inclusion in PSI due to the tight budget and schedtithe
Phoenix, perceived risk in using automated plannargl
the overlap with APCore. As we developed the Rard
server and associated Ensemble plugins for MSL, it
became natural to demonstrate it and eventuallyoglap
for Phoenix. Since APCore handles many plan vatida
tasks for Phoenix, Europa 2 is used largely forperal
constraint validation and repair, which unlike fitgrule
validation can be done without developing a Eur@a
model of the spacecraft. Given the existence @iggmneric
Europa 2 server, this was very low cost and low tisthe
mission.

MSL

The Mars Science Lander is a large rover schedided
launch in late 2009. Its landing site has not peen
selected as scientists digest the
information being returned by the MER rovers anbiters

evolves into the MSL activity planning and sequegci
system, we anticipate it will absorb the lessorerred
from developing and operating the Phoenix missias,
well as requiring and revealing new ways for plagni
technology to speed up the tactical operationsqa®c

Advantages of the Approach

A great advantage of turning our planner into anpiag
service with a narrow API is the flexibility it gig us as to
how we fit into an operations process. An oftearbe
issue with the MER activity planning and scheduling
system was that it is set up as a string of pearéach
distinct tool takes the input from another tochnislates it,
processes it, and writes a file that is to be t®athe next
tool in the process. Thus the order and methogviigzh
each tool is used is cemented into the set oftfdasfers
and translations that glue the tools togethercomrast, all
Ensemble plug-ins in an application such as PSI are
operating on the same data structures, and carsdwzb in
any order. External services, such as Europa @&, ar
accessed through a narrow API that can be calledrby
application as soon as and whenever the information
needed to make the server call is available. Vhist
means is that information that Europa 2 can prqwdeh

as the earliest possible time an activity can sianen its
constraints, or what flight rules are violated, g being
used in ways we never initially imagined. Forrmgde, in
PSI there a “to do list” where scientists can aillgets of

large amounts of activities they'd like to propose for the landerftek

implementing it, it became obvious a helpful but

such as the Mars Reconnaissance Orbiter. MSL builds unanticipated addition would be for Europa 2 to pate

upon lessons learned from previous rover missions &
number of new technologies ranging from how theialeh
lands on Mars to a laser to remotely interact witkk
samples. MSL will deliver a significantly largerray of
scientific instruments to Mars, will be able tovease more
difficult terrain, and give scientists far greatatitude
about choosing where on the planet land.

Because of the larger number and greater compleity
scientific instruments on MSL as compared to MERI an
Phoenix, we anticipate MSL will have the greate=tdfor
appropriately-focused planning technology to help
scientists and engineers develop valid, high-thnpug
activity plans and command sequences before they beu
uploaded to the spacecraft. Fortunately, MSL aE®the
longest lead time, with Mars surface operationsirbegg

in 2010. Due to our use of re-usable but exteasibl
components and a planning service driven by thesions
own language for describing activity types, we hheen
able to easily generate a prototype MSL activitgnping
system which we delivered in 2006. The MSL system
contains most of the functionality of the PSI syste
delivered to Phoenix, plus significantly more u$&oropa

2 for detection and repair of flight rule violat&n
computation of when the spacecraft should be astivsus
shut down to save power, and so on. As this pypeot

the earliest possible start time for each actigitythe to do
list given the other activities and constraints.

This touches on the advantage of incremental demoy.
Having planning applications that are assemblednfro
components and a planner that provides several cdets
services via simple APIs makes it significantly ieago
add planning technology to existing applications.
Applications based on Ensemble can be deployed avith
without the plug-ins that drive the connection toe t
Europa 2 server. Since adding them is relativaitl
weight, that decision need not be made irrevochblpre
beginning an application. This makes it signifitan
easier to prototype the inclusion of planning textbgy
into an application when the opportunity naturalyses,
test it with users, and demonstrate it to mission
stakeholders. This lowers risk and increases mesto
confidence and opportunity for feedback, as wasctme
with PSI. In addition, the API we developed to deab
Ensemble plug-ins to drive Europa 2 can be callgd b
software that has nothing to do with Ensemble. sThu
we've been approached by developers of web-basdd an
other applications to provide low-cost access #mping
capabilities.



Another major advantage that missions like to seéhé
ability to use a particular piece of software asrgsssions.
Multi-mission software reduces the long term cost Esk,
and once people are familiar with it there is a anaj
advantage to additional missions using it botheinms of
training and trust. Low cost incremental improveise
can be applied to software to benefit from lesdeasned
on each mission while still leaving the core sofsva As
mentioned, the majority of the Ensemble code dediddo
the MER mission as Maestro has also been deliviertdte
Phoenix mission as a part of PSI, with the additadn
mission specific plug-ins to account for the diffier
instrument packages. To these Maestro plug-ind agd
components for SPIFe, for connection to Europa and
APCore, and so on to form the complete PSI. Sityilar
most of PSI will be delivered to MSL, with additain
plug-ins to specialize it for the MSL rover anditcrease
its capabilities. Ironically, some early MSL dey@ment
work, such as that related to Europa 2, has bekvedsd
to Phoenix, and when MSL flies it will be “Phoenix
heritage” components. In addition to building s=ble
plug-ins and services, we participate directlyha system
engineering of the activity planning systems fore th
missions we are delivering to. In doing so, we/eers one
more conduit for mission best practices and lesksarsed
to flow between missions and into our products.

Finally, in addition to having an HCI team as parmin
driving development of these planning applicatiotiss
HCI team performs structured user testing of the
applications with the scientists and engineers wiibbe

the users of the system. They also help to deftnleast
guarterly demonstrations and deliveries to the austs.
We believe this greatly reduces the likelihood thatwill

be focused on the wrong capabilities or the wrorgdplem

for very long.

Risks That Must Be Managed

We are enjoying a great savings by deploying thaesa
planner service and largely the same planning egiibin
across missions, and by sharing the implementatibn
routine functions across teams. However, thererigks
that come with this style of development.

Since we are serving multiple missions, we could fi
ourselves in a position where conflicting mission
requirements make it difficult to define what the
functionality of our application should be, or feras to
implement a least common denominator solution. sThu
far, we've found that the combination of building
applications from plug-ins and making use of Edips
extension point mechanism to customize functiopadit
plug-ins for each mission where necessary havevatlous

to avoid this problem.

Since our planning server and Eclipse plug-insused in
multiple products, each devoted to a particularsiais or

research task, there’'s a real risk that changese nad
plug-in to satisfy one customer will inadverterttiyeak the
application being delivered to another customeur @ost
direct line of defense against this risk is aut@daesting.
Whenever a change is made to a plug-in, all predifet
use the plug-in are automatically rebuilt and rarotigh a
series of unit tests. A second line of defensmuispractice
of keeping the core planning server and our Eclipsg-
ins mission independent. The planning server isreled
with different spacecraft models or specialized ecddr
computing mission specific items such as heatirafilps,
outside of the main server code. The Eclipse piggare
refactored into a mission-independent portion and a
mission-specific extension point when it's foundhttha
mission-specific solution is needed. In this mancede
that will only work for one mission is explicitlyacked as
part of the deployment for that mission only. dfliy, by
constraining our planning server to focus on acarAPI
that captures what we believe it is best at andirga
everything else to be computed within a client paog we
believe we’'ve reduced the risk that some feature we
develop or computation we provide will be inadvetig
adjusted in a way that’s appropriate to one missaioth not
another.

Concluding Remarks

Missions understandably set relatively high barsnvit
comes to stability, control, efficiency and trangmey in
their operations processes. This may be espediakyin
missions with tight tactical planning loops. Her&ans
must be assembled quickly, and it must be widely
understood why a plan has been assembled the weag it
before a commitment is made to sequence it anduéxéc
The user- and operations-centric viewpoint providsd
employing an HCI team helps to ensure the basicqa®
the tool supports is an efficient and understarelatdtch

to the tasks mission operators must perform. addition

of automated planning technology then further aregés
the planning process. The focus on mixed init&ativ
planning, where plan flaws are noted and repaistasge

is provided, greatly contributes to transparencyd an
control, without which rapid planning in a tactical
operations context is far less useful. The abilaywork
with plans that are invalid from the perspective thé
planning model allows users to incrementally bualad
repair a plan they understand and can explainadtfition,
experience suggests there will always be nuances,
exceptions or changes to how a mission choosepdmte

a spacecraft, and there isn't time during the ¢atttycle

to bring the existing planner model into agreenweitit the
ground truth about the rover as understood by the
operators. Having close control over the modifarad the
planning technology suggests for the plan is ctuitia
these situations.

We also try to remember that this is as much obcas
endeavor as a technical one. It can be more cdimpéd



customers to provide a solution based on analyfsibeir
existing process and problems than based on deratingt
an ad hoc integration of technological componenBy

presenting a simple baseline system that can biy eas
extended, missions under development can evaluate a

adopt capabilities at their own pace. As trust tpe

components that have higher degrees of capabdity be

suggested and easily evaluated. A “come one, afthe
approach and being willing to interface to any comgnt

brought to the system can help foster a sharedesehs
ownership of the planning technology with the nassi

and we hope greatly increase the likelihood of pnece

and deployment of planning technologies.
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