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Abstract

Optimal Prediction, Alarm, and Control

in Buildings Using Thermal Sensation Complaints

by

Rodney Alexander Martin

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor David M. Auslander, Chair

The management and automation of commercial building HVAC (Heating, Ventilation and Air-
Conditioning) systems is illustrative of a business that can benefit from the insightful use of all avail-
able information sources. Modern HVAC systems using direct digital control can potentially provide
useful performance data. Building occupant feedback complaint statistics are an untapped resource,
and can be cultivated from modern maintenance management databases. This thesis will address
the integration and application of these fundamental sources of information, using some modern and
novel techniques. The cost and scalability of these techniques can be positively influenced by recent
technological advances in computing power, sensors, and databases. However, application of the the-
ory that drives some of the newer techniques is still in its infancy, and requires tremendous computing
power. As such, an important theme in the thesis is to address computational efficiency and practical
usefulness of the techniques, via some clever approximations. One desired outcome is to make these
new techniques more accessible to users of existing building control technology. It is hoped that these

users and facility managers as well can benefit from the algorithmic and design-oriented paradigm



in which the results are presented.

Professor David M. Auslander
Dissertation Committee Chair



Dedicated to my Parents: June Carol and Bartholomew Martin, Jr.
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Chapter 1

Introduction

1.1 Preliminaries

Energy savings and thermal comfort are important to both facility managers and building
occupants. As a result, they often are open to new and innovative ways to improve or even replace
currently existing practical methods that might not be taking advantage of the most recent advances
in technology. On one hand, in large commercial buildings modern DDC (Direct Digital Control)
systems are becoming more ubiquitous, with the use of sophisticated hardware that networks HVAC
components together and can be monitored remotely from a central location. The general trend
in the design and commissioning of new commercial buildings includes these new types of systems.
However, there still exists a large contingent of older buildings that still use pneumatic HVAC
systems. Many facility managers are charged with the operation of not only a hybrid mix of older
pneumatic building controls and modern DDC, but different building types and systems as well.
There are also certain nuances that need to be handled properly, such as the geographical climate,
weather, seasonal patterns’ influence on management of HVAC system operation, perimeter vs. core
zones, as well as building occupancy trends due to varied shifts and operating schedules. Due to the

deregulation of energy markets both domestically and abroad, the cost of energy and pricing/rate



structures is another variable within the vast array of issues in a complicated operation that all
building managers and their technicians must contend with.

There are several different business processes as well as physical operating systems that
exist in facility management which are often mapped onto supervisory management information
systems. Hence there is often a repository of stove-piped information sources that are not necessarily
linked and used as inter-dependently as they should, and when they are it is more often on an ad-
hoc/heuristic basis. As a result, the opportunity for widespread potential cost savings may be lost
due to lack of knowledge or research concerning the intelligent use of these information-rich sources.
The most recent technological advances in computing must also be taken advantage of to achieve
the desired objectives of reduced energy usage and improved building occupant thermal comfort. To

address this, the primary goal of the next two chapters is to do the following:

e Describe the thesis objectives, specifically aimed closing the gap between current practice

methodology and current research efforts.

e [llustrate some of the current issues in commercial building operations, and how they are

practically dealt with in industry today.

e Discuss some of the current research efforts attempting to improve and/or optimize the status

quo of building operations as it pertains to commercial building HVAC systems.

1.2 Thesis Objective

It is important from a practical standpoint that the solutions to the problems cited are not
solely dependent on theoretical first—principles based models, but enhanced with actual measured
data from the plant and building occupants as well. Building occupants can be used as sensors in
a “feedback loop” of sorts, in conjunction with measured data from the plant. An example of such
a plant is shown in Fig. 1.1, enclosed within the dotted line labelled continuous—time “inner-loop.”

This represents a typical closed-loop control system, complete with disturbances due to weather and



internal loads, sensor lag at the thermostat measurement points, and a standard PI (Proportional-
Integral) controller to regulate the zone temperature to a desired reference value, 7.

Building occupant feedback is represented by the outer loop, which involves the devel-
opment of both a complaint model and a thermostat setting control policy to achieve the desired
objectives. At the center of Fig. 1.1 is the building plant itself, whose parameters are typically
derived from a theoretical first—principles based model. However, as an alternative to this, a model
that is completely based upon the aggregate statistics of measured building temperature data (via
datalogger or DDC system) can be used, but it should be sufficient to characterize the fundamental
system dynamics. They should allow for the same objectives to be achieved, nearly as optimally as
a theoretical model would be able to. This allows for reduced complexity in the design and analysis
stage, primarily when developing the complaint model and optimal alarm system, which will be

discussed at length in subsequent chapters.

Continuous-time "Inner Loop"

Disturbances
Iy | Thermostat Setting r 4 € PI u | Plant T, .
Control Policy T Controllers | Dynamics g
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Building Occupants |
& Complaint Model |

Figure 1.1: Block Diagram of Integrated System



It is necessary to obtain the statistics of measured complaint data, and the building plant
in order to develop a baseline complaint model [19, 22]. These statistics, if updated in a real-
time setting, would allow the predicted complaint model to achieve an adaptive on-line, real-time
functionality. However, research indicates [46, 47, 21] that the complaint rates are often low, and the
occupant feedback so sporadic that updating a complaint model adaptively may not have sufficient
“persistence of excitation” required for model validity. In this case, where there is a lack of existing
information to update the model, an off-line approach may be more suitable. However, there
are other collateral ramifications of using occupant feedback, since building occupants cannot be
modelled as perfect sensors. Occupants can learn to adjust their complaint behavior for a variety
of psychological and sociological reasons. Hence we can only assume that measured data is based
on normal behavior and any results of statistical information due to pathological behavior will have
to be interpreted on an individual basis. Furthermore, we assume that the HVAC building systems
are operating normally. This means that there are no faults in the system that might be the root
cause of building occupant complaints. Typical faults would be leaky valves and components, HVAC
equipment malfunction or failure, and miscalibrated sensors. Complaints are assumed to be solely
due to building occupant disagreement with the standing facility operating policy, or the more
probable case of poor control performance of any local zone controllers.

Given a model as described above with all of the stated assumptions in place, we must
keep in mind the primary goal of any facility manager, which is to keep energy costs reasonable
without sacrificing building occupant comfort. In fact, it may be useful for them to balance the
existing energy budget against anticipated comfort levels. These comfort levels are clearly related
to thermal sensation complaints, or events. In many engineering systems, the ability to predict, and
give an accurate alarm prior to impending critical events is of great importance. These critical events
may have varying degrees of severity, and in fact they may occur during normal system operation.
An alarm may be given for any number of thermal sensation complaint events that occur over a

specified time period. As such, an optimal alarm system can be designed to warn facility managers



of impending complaints that might occur within a specified time period, to aid them in making
critical decisions about building operations. In this thesis, optimal alarm systems will be covered in
detail in Chap. 3, and the results of simulated alarm systems will be presented as well, in Chap. 7.

Level-crossing formulae are used extensively in optimal alarm and control design in this
thesis. New approximations that establish useful relationships between discrete-time optimal control
and alarm theory and continuous time-level crossing formulae will be presented in Chap. 4. Such
approximations may not have been considered in the past because there currently exist discrete-time
level-crossing formula that provide exact results. However, in specific cases using these formulae are
computationally burdensome and therefore not very practical. This is true especially for the imple-
mentation of real-time optimal control algorithms, such as one that might be used for a thermostat
setting control policy shown in Fig. 1.1. Some very straightforward approximations can provide an
alternative to the exact discrete-time level crossing formulae that are computationally much more
favorable. All approximations introduced are best for systems that have an autocorrelation close to
1. This can be interpreted as any system/process that has a high data sampling rate, or a small
sampling interval.

For the facility manager that desires more control over their responses to operation of the
building HVAC system, alarm systems with no automated subsequent control action may allow this
with complete flexibility. However, for those that wish to relinquish the management of these objec-
tives to an autonomous agent, an optimal “alarm-based control” and complaint-response algorithm
can also satisfy this requirement, and is presented in Chaps. 6 and 7. The objective function is one
that penalizes the actual monetary cost of energy conditioned on complaints or alarms. An optimal
control law traditionally provides a control signal directly to the plant. However, the defacto stan-
dard for today’s HVAC controls are PI controllers, and hence optimal control laws aren’t practically
implemented as a general rule. Alternatively, a setpoint generation scheme for a thermostat setting
strategy might be proposed as the method by which the optimal control objectives are achieved.

Developing automated thermostat setting strategies is only one possible way to achieve the desired



objectives, which may not necessarily be applicable for all buildings, operational modes, and HVAC
system types. There may be other setpoints such as VAV (Variable-Air Volume) flow controllers,
chiller setpoints, etc., for which similar optimal strategies may be derived. Although it’s best to keep
the optimization as general as possible so that the methods are applicable across a broad scope of

setpoint strategies, the primary example in this thesis will be for a zone thermostat setting strategy.



Chapter 2

Background

2.1 Current Industrial Practice

In order to better understand the evolution of modern industrial techniques in commercial
building operations, the following section provides a background outlining the framework around
which future developments in mitigation of costs due to energy usage and improvements in thermal

comfort are to be measured by.

2.1.1 Historical Treatment

Historically, there have been advances made in how to treat the issues of energy and
thermal comfort from a fundamental and operational standpoint, independent of recent technological
advances. The concepts and ideas that set a baseline for how the HVAC/facility management

industry perceives these issues will be covered in this section.

Energy

It’s always been important for facility managers to effectively manage and track their energy

costs, which come in large part due to high consumption of electricity by commercial building HVAC



systems. In doing so, they must keep in mind some fundamental tenets of energy conservation. Some
of the more important ones as stated in the California Energy Commission’s (CEC) publication [39)

pertaining to energy efficiency project management include the following :

Tracking energy usage and expenditures incurred.

Looking for “energy traps” and providing recommendations for investing in alternatives or

alterations.

Watching the energy budget and forecasting future costs.

Looking for alternatives to traditional rate structures and energy prices in a volatile electricity

market.

Concerning this last item, as a result of the deregulation of utilities in several U.S states,
it is paramount to facility managers to take advantage of the potential for lower energy rates as well
as different rate structures. It’s also important for them to completely understand their utility bill
charges. According to the CEC [39], typically, electricity bills consist of many different components.
There is usually a fixed service charge, in addition to a per kW-h (kilowatt-hour) rate charge for
the amount of energy consumed for the billing period. There is also a demand charge based on the
peak electricity usage averaged over a short time period per billing period. For larger commercial
buildings with energy consuming HVAC equipment, reactive power is also charged for increased
electric transmission capacity, required for large inductive loads.

With the advent of deregulation, some other rate schedules becoming available are the time-
of-use rate and real-time pricing. The time-of-use rate is one in which the demand charge and rate
charge pricing varies depending on the time the electricity is consumed, typically according to season
and/or time of day. With real-time pricing, customers will pay for electricity via demand and rate
charges, at the exact same wholesale price as the utility pays for it. Customers may be able to obtain

real-time price of utility information hours in advance of them going into effect, thereby allowing



them to anticipate higher rates and acting accordingly to reduce energy costs. This, however, will
require more sophisticated hardware and software than may currently exist and are available to
many facility managers. Computerization of energy usage and price tracking may become necessary
to be on par with a real-time pricing rated schedule, as well as control of equipment with a DDC

system and being aware of typical electricity demand on a real-time basis.

Thermal Comfort

Historically, there have been many studies pertaining to thermal comfort of building oc-
cupants. FEarly work involved purely empirical relations between physical variables and thermal
sensation ratings from occupants in laboratory studies [76]. However, none have set the baseline
for how thermal comfort is measured as much as the largely celebrated work by Fanger [16]. His
PPD-PMV (Predicted Percent Dissatisfied - Predicted Mean Vote) model has been widely accepted
for design and field assessment of comfort conditions, and is the industry standard for measurement
of thermal comfort, as set forth in ISO (International Organization for Standardization) Standard
7730 [36], and many ASHRAE (American Society of Heating, Refrigeration and Air—Conditioning
Engineers) standards as well. Gagge et. al., [26] proposed an extension of Fanger’s PMV, improving
the accuracy under sweating conditions.

According to Fanger, [16], the following are definitions of PPD and PMV:

PPD Predicted Percent Dissatisfied, predicts the expected fraction of a large group that will align
with a subjective assessment of hot or cold above an absolute PMV level of 1.5 scale units
(between slightly warm and slightly cool). It is basically an expression of the “potential

complainers”.

PMYV Predicted Mean Vote, predicts the subjective thermal sensation rating of a large group based

on 6 variables (4 environmental, 2 personal) that affect the human heat balance:

L A VI .« et Personal
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2. Clothing . ..o Personal
3. AIr TempPerature . .. .. ...ttt Environmental
4. Mean Radiant Temperature......... ..o, Environmental
5. Relative Air VeloCity .. ...t e Environmental
6. Alr Humidiby ... ..o Environmental

Quantitatively, PMV is measured on the ASHRAE [5] thermal sensation scale, ranging from
{-3...3} as follows:
-3 ...cold
-2 ...cool
-1 ...slightly cool
0 ...neutral
1 ...slightly warm
2 ...warm

3 ...hot

In general, approximately a 3°C change in temperature is necessary to detect a thermal

sensation vote by one unit or temperature category, according to the ASHRAE Handbook [5].
|AT|~ 3 x PMV (2.1)

where |AT| is the absolute deviation of the space temperature from optimal in °C. Fanger related

PPD to PMV via the following equation:

PPD = 100 — 95¢—(0-03353PMV*+0.2179 PMV?) (2.2)

From Eqns. 2.1 and 2.2, we can derive the following relations:
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PMV | PPD AT
units | (in %) | (in °C) | (in °F)
+1 26.12% 3°C 5.4°F
+0.5 | 10.23% | 1.5°C 2.7°F
0 5% 0°C 0°F

Table 2.1: Table of Thermal Comfort Equivalences

The ASHRAE Handbook [5] guideline states that for a resting person wearing trousers and
a long-sleeved shirt, thermal comfort is experienced in a still environment at T5,; = 24°C = 75.2°F'.
Here we see the use of the 2 personal comfort factors that influence the PMV in determination of
the optimal thermal comfort temperature. The typical definition of dissatisfied is anyone voting
more than -1, 0, or +1 PMV units in absolute value. However, if we consider the actual threshold
that defines a zone of comfort around typical building occupants as opposed to the threshold of
dissatisfaction, then the range of acceptable PMV values shrinks to [—0.5,40.5]. We know from
Table 2.1 that £0.5 PMV units < |AT| = 2.7°F. Therefore, the range defining the thermal
comfort zone is 75.2°F + 2.7°F, or Ty,e [72.5°F, 77.9°F], where T,,; defines the baseline thermal
comfort range based upon the ASHRAE guideline. Using 75, and combining Eqns. 2.1 and 2.2,

we obtain the following relation:

PPD — 100 — 95¢~(3-94x10 > (T=Top ) +2.56x 10~ (T~ Top)?) (2.3)

where T,,; and T are in °F. Figure 2.1 illustrates the qualitative nature of PPD’s variation
with both PMV and space temperature. There is an interesting passage in Fanger’s original work,
[16], where he conjectures what it means qualitatively, for example, when PMV = -0.3. We can see
from Fig. 2.1 that the optimal temperature occurs at 5% PPD. Hence, it is impossible to reduce the
complaint level to 0% PPD. But is PMV = -0.3 acceptable ? According to the heuristics described
earlier PMV € [—0.5,+0.5], it is, but people are different in their tolerance levels and there is
naturally a certain variance in the thermal sensations of a group. Fanger says that any complaints,

however few, are often taken as an indication that the (HVAC) system is defective, or at least badly
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operated. As a result, facility operating personnel will often expend man-hours and overhead charges
in response to that complaint. The corrective action is often to change the thermostat setting simply
because of complaints of individual persons in a large group. So therefore these particular persons
will perhaps be satisfied, but on the other hand, others may become dissatisfied. As a result even a
larger number than before may complain, if an “optimal” condition existed previously. Complaints
can’t be altogether avoided, but they may be reduced by keeping PMV=0, or the space temperature

at an optimal value.
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Figure 2.1: Plot of PPD vs. PMV and Space Temperature

A natural question then arises: Should facility operators change the thermostat setting in
response to thermal sensation complaints 7 We might consider that “warm and cold” dissatisfied
levels are associated with the average or majority response of a group of people in a zone or space
within a building, rather than with a single individual. Perception of temperature is influenced by
several physiological and psychological factors, as well as group dynamics, which may vary from
individual to individual, from time to time, and group to group. We’ll discuss specific methods of

responding to complaints in more detail based upon modelling these random components later in
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the chapter, based primarily upon work by Federspiel [19, 22].

Information Technology

The advancement of information technology and databases over the past decade has seen
quite an improvement. This has been very important in the maintenance sector of the commercial
building HVAC industry. Often, tracking of maintenance labor and material costs had been difficult.
Costly overruns and lack of real-time and accurate information on system status prevailed due to
unsophisticated and ungainly stove-piped information repositories for facility managers having to
track multiple large buildings. With the advent of newer more robust maintenance management
systems that take advantage of the power of relational databases, these systems have allowed for
more accurate and reliable information tracking capabilities. Fewer cost overruns, human errors
and faults in HVAC systems can be attributed to lack of real-time information and unmanageable

information sources.

2.1.2 Standards

Examples of prominent codes or standards pertinent to indoor environmental quality and

energy usage in commercial buildings are listed and briefly described in Table 2.2.

2.1.3 Solutions and Treatment of problems
Energy

Here we list some of the specific methodologies that achieve certain energy goals, applying

to what’s done currently in practice that include the following:

Load shedding A strategy designed to save energy costs in peak electrical demand by picking

specific periods to cut back in lighting, plug, and other non-essential loads.
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Title

Organization

Primary Content

ASHRAE/ANSI Standard
55-1992, Thermal Environmental
Conditions for Human
Occupancy[4]

ASHRAE* ANSI'

Acceptable range for
temperature, humidity, and air
velocity

ISO 7730 Standard 1994
Moderate thermal environments
determination of the PMV and
PPD indices and specification of
the conditions for thermal
comfort [36]

ISOt

Acceptable range for
temperature, humidity, and air
velocity

10 CFR$ Part 435 subpart A

US Dept. of Energy
(Federal)

Energy efficiency in new
commercial and multifamily high
rise residential buildings

ASHRAE/IESNAY 90.1-1989]3]

Typical State Energy
Code

Energy Efficient Design For New
Buildings Except Low-Rise
Residential Buildings

Title 24, Part 6 California’s
Energy Efficiency Standards for
Residential and Nonresidential
Buildings (meets or exceeds

ASHRAE/IESNA 90.1-1989)

California Energy
Commission (State)

The California Building Code
establishes building energy
efficiency standards for new
construction (including
requirements for entire new
buildings, additions, alterations,
and in nonresidential buildings,
repairs).

* American Society of Heating, Refrigeration and Air—Conditioning Engineers

t American National Standards Institute

fInternational Organization for Standardization

8Code of Federal Regulations

Mluminating Engineering Society of North America

Table 2.2: Standards, codes, and guidelines




15

Night setback A thermostat setting strategy that provides for reduction in energy usage by alter-
ing the setpoint to a higher or lower value during unoccupied periods, assuming a single day
shift operation, and also depending on the season. Typically, the setting remains at a value
that is commensurate with achieving thermal comfort during the occupied periods, and then
at the start of unoccupied period (at night), the setpoint is adjusted to a value that will result
in the usage of the least amount of energy according to the particular season. Typically in this
type of strategy, the setpoint is returned to the thermal comfort value several hours prior to
the beginning of the occupied period, so that the building has sufficient time to reach thermal

equilibrium.

Physical Plant retrofits These are architectural and/or mechanical changes to building structure
or systems, by either passive (typically architectural), or active (mechanical) means that were
not originally included in the design of the building. These changes can be made to achieve

grater overall energy efficiency, thermal comfort and cost savings.

Thermal Comfort

Clothing Modification Building occupants are typically able to adapt well to their surrounding
environment within certain limitations. Also, due to the natural variation in the thermal
comfort thresholds of individuals within a group, some building occupants dress in layers in
order to accommodate for their personal thermal comfort needs. Obviously, the seasonal effect
of having clothing modification as a way of coping with thermal comfort needs is evident by

lighter dress in the summer season and heavier clothing in the winter season.

Physical Environment Modification Depending on the specific type of zone, building occupants
may have other ways of coping with personal thermal comfort mismatches rather than clothing
modification alone. Such methods include actual modification of the surrounding environment
if the option is available, such as the use of natural ventilation via windows and fans, as well

as personal electric space heaters, etc.
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Setpoint Adjustments For zones that contain a local control point (thermostat), this is an obvious
way to allow for providing thermal comfort to building occupants in a zone. The thermostat
can be adjusted according the to desires of the majority of the building occupants during the
occupied period. In practice, facility operators are often called on to respond to these thermal
sensation complaints. They will adjust the setpoint in response to the needs of the building
occupants. Sometimes building occupants themselves will “tamper” with the thermostat even
if against the zone policy in order to provide themselves immediate thermal comfort. This
may partly be due to the lengthy wait and/or bureaucracy of getting a timely response to the
complaint, which may be caused by inefficient management of the business process. However,
these inefficiencies can be due to any other number of reasons, including a poor maintenance
management system, inaccurate classification of the problem causing the thermal sensation

complaint, etc.

2.2 Current Research Efforts

In this section we address some of the current research efforts that attempt to improve
the status quo of building operations as it pertains to HVAC systems, in addition to some of the

problems and issues cited thus far.

2.2.1 Energy
Passive Solutions

There are currently many research efforts studying the use of passive or natural building
designs and modifications to achieve both thermal comfort and energy objectives. Architectural
and structural design in general are the subject of a study performed by Zmeureanu and Fazio [77].
They provide an example of how an integrated approach to building design determines the impact

of a structural system on energy consumption. The main idea caters to integration of computer
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simulation and interactive software programs that can be used to estimate the thermal performance
of buildings, rather than relying on the designer’s intuition. The use and integration of programs
such as these into existing management portfolios would also allow for energy consumption of large
commercial buildings to be estimated, and used to develop multiple alternatives for retrofitting
during operation as well as in pre-commissioning design.

Although performed as a residential study, Reddy et. al. [60] present ideas which are
also relevant to commercial buildings in terms of practical implementation of methodologies to save
energy by using peak-load shaving. The method appeals to the intelligent use of building thermal
mass, involving pre—conditioning/pre—cooling of the structural thermal capacitance and furnishings.
The thermal mass is cooled during off-peak hours and slowly warmed during peak periods, hence
absorbing heat that otherwise cooling air-conditioning (AC) would have to remove. This allows for
the AC to be completely shut off during these periods, without affecting building occupant comfort
significantly. Cool storage by means of ice or chilled water is an alternative sometimes used, but
exclusively for commercial buildings.

Seem and Braun [63] present an adaptive algorithm that uses deterministic and stochastic
techniques involving look—up tables with updating, in order to forecast the electrical demand in a
building. It is necessary to develop forecasts of cooling loads and electrical demands for buildings
that use the type of HVAC control that employs thermal storage systems, such as the one described
earlier [60]. In this way, thermal storage systems can be utilized for building pre—cooling during the
days identified with high cooling loads, so that peak electrical demand can be reduced.

Similar studies throughout the past decade [1, 65, 62] show that the use of passive techniques
to minimize energy usage and improve thermal comfort is an ongoing effort. These are by no means
the only studies, and it does not represent an exhaustive dossier of research efforts. Some of the
techniques discussed include but are not limited to the use of natural ventilation, fenestration, phase-
change materials, as well as several other basic components of the building fabric. One study in

particular [1] considered a parametric sensitivity analysis of various building parameters including
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convective heat transfer coefficients, zone temperature swings, and the thermal mass of the floor,
ceiling, walls, furniture and carpeting. It was found that there are specific limitations, advantages
and disadvantages to varying each of the factors. The use of passive methods does not require
any energy saving actions to be implemented since they are typically design and/or construction
considerations attempting to eliminate potential problems at their source. However, these methods
require great attention to detail, as well as expert—level knowledge of the fundamentals of the physics
and heat transfer that is involved in the complex dynamics of building thermal interactions. As
such, obtaining valid quantitative descriptions of these interactions for computer simulation or other
purposes is often difficult, and requires mathematical models based upon partial differential equations

which may have no analytic solutions.

Active Solutions

Active solutions for the use of energy reductions can provide alternative methods in which
the use of energy analyses and/or optimization become useful. There are some active solutions that
deal more with the structural and architectural aspects of building design, such as ones mentioned
in literature [62], including passing cool fluids or air through pathways deliberately cast into the
structure of the building. However, in this section we focus mainly on the use of control algorithms
and optimization—based active solutions, and choose three primary sources of research to initiate a
thorough discussion. These three sources do not represent a comprehensive treatment by any means,
but rather are meant to serve as a sample of the most relevant literature to our discussion.

In [11, 58, 34], optimal control is investigated as a method for achieving reduced energy
usage and improved building occupant thermal comfort for thermal energy storage systems described
in the previous section. Optimal controllers are hailed as the theoretical upper bound (best possible)
for achieving their specified objective, minimizing some given cost function, often with the use of

dynamic programming. All three papers use similar cost functions, as follows:



19

L
J = RyPT, (2.4)
k=0

where

k = hour of the day

L = Total number of hours in simulation

R, = Cost of electricity at hour k

P = Plant’s electric power consumption at
stage k: in some cases this is a func-
tion of other variables, such as zone tem-
perature, other uncontrolled variables, or
broken down into more tangible elements
such as fan, heating, and cooling power.

J = Cost of operating plant for the length of
time given by L

T, = Sampling interval (time between samples)

Each author has their own take and specific objectives in the approach they use for optimal
control. Each study also has its advantages and disadvantages. For example, the earliest work by
Braun [11] also imposes an additional thermal comfort constraint on the zone temperatures at each
time step in the simulation. Therefore, the optimal control problem is posed as a constrained linear
optimization problem over the cost of energy. It is proposed that one of the results of the optimal
control solution should be the development of an efficient policy for adjusting the thermostat setting.
Several alternatives are discussed and compared, including night setback, as well as dynamic building
control. Dynamic building control differs from night setback in that the space temperature setpoint
drifts upward during the occupied periods, as opposed to remaining constant. At the start of the
unoccupied period, all equipment is turned off and the temperature floats, until just prior to the
time at which occupancy is resumed, when the equipment is turned on in order to pre—cool the
building. Thermostat setting policies are an 