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A long-standing puzzle in economics and biology is why humamnand animals
sometimes act non-rationally by seeming not to adopt their ptimal strategy
when interacting with others (1-3). A particular example of this puzzle is why
humans and animals sometimes are altruistic to non-kin andscooperate with
them. Many previous explanations show how non-rationality ly a player in an
individual game can be optimal for that player if consideredin the context of
an infinite sequence of identical, repeated instances of thgame (1,4-6,6-1Y.
Here we introduce a framework that explains non-rationality even in single,
non-repeated games. Our framework starts from the observadn that an in-
dividual i often adopts a “persona” that they signal to others before iteract-
ing with them. We formalize such a temporarily adopted persma as a utility

function, one that may differ from i’s true utility function. By changing what
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persona they adopt, kthe may change the behavior of others in the interaction.
In particular, we show that sometimes by adopting a “non-ratonal” persona,
an individual i induces behavior by others that increases the value o true
utility function. In such cases, it is optimal for i to be “non-rational’. This
framework can explain many different instances of non-rationality. To illus-
trate this breadth, we first derive several quantitative predictions concerning
non-rationality in non-repeated play of the Traveler’s Dilemma (TD), all of
which agree with experiment. We then show how cooperation ¢aarise even
in a non-repeated play of certain versions of the Prisoner®ilemma (PD). In
addition to explaining cooperation in the PD, our framework reveals an as-
pect of the PD never previously realized: an unavoidable trdedf between the
robustness of cooperation in the PD and the benefit of the coepation. On
a broader scale, our framework provides a way to formalize tle role of non-
rationality in “culture gaps”. Finally, adopting an engine ering perspective,
our framework has implications for how to design mechanismghat regulate

groups of interacting individuals, including applications at NASA.

1 Background

A lot of research has been done on explaining non-ratiorts\ier in a game by embedding

v in an open-ended sequence of repetitiong.ofThe earliest such explanations concerned
games where opponents were genetically relald] 9 or where they never varied across
the sequence4( 20, 2). This work was subsequently expanded into a broader bodyodt
considering the evolution of the strategies of the playérg across repetitions of, with no
restriction that opponents be related or fixed throughoatsiquencel( 4-6, 6—14 In this

broader work, which we call Evolution Of Strategies (EO8#g strategy of every player in any



particular instance of v is fixed. Those fixed strategies jointly determine the pgsytor all
the players in the game playedtat As successive versions gfare played, the probability
distribution of the strategies of the players get updatedetiect each player’s pagfs in the
preceding instances ¢f Often a strategy that is non-rational for any single ins¢aofy (i.e.,
not paydf-maximizing) is actually rational when considered as pérthe full sequence of
games.

EOS has uncovered and helped analyze many important pheaamlated to non-rational
behavior, including punishment, “loners”, and reputatesiects. However EOS has several
limitations. The primary one is that EOS is based on havihthalindividuals in a population
repeatedly play the exactly identical game, in a sequeratgtitentially extends infinitely into
the future. In the real world, many games are not infinitefyeded, or at least not in the exact
same form. Another limitation is that no formalization of E@pplies to non-rationality in
general, but rather each one is tailored to only one type ofrationality, like altruism. A
third limitation is that EOS often requires the players tedhgaome ability to recognize their
opponents from one game instance to the next, or to have exanprobability of encountering
the same opponent in multiple game instances. Unfortunaeén given such limitations, the
analysis with EOS is often so complicated that computer kitimns are needed. (Se22j for
discussion of other limitations of EOS.)

There are alternative explanations of apparent non-ralitgrthat apply to non-repeated
games, unlike EOS. One of them starts with the observatianréal-world social organisms
often have dterent “personas” that they adopt for their interactionshvwahe another. For
example, someone might “act dumber than they are” in anaotem. Similarly, often we
“act like a diferent person” when we interact with our boss, our spouse,abild. In each
such instance we act as though we havefiedint set of preferences and values from our

real ones. This phenomenon has even entered common discasrdlustrated in a recent



newspaper article that said “the workplace is full of chaoak who adopt a fierent persona
each day” 28). In some instances we may choose preferences, signal themet another,
and commit ourselves to them all in an unconscious mannémasds” or “emotions” that
we signal to one another via tone of voice, body language tlaadike. (See the discussion
in (23), and of costly signaling in general i2%-27.) In fact, there is reason to believe that
unconscious signaling of moods is most pronounced whenidghelsr is aware that others are
watching @4), precisely the context in which game theory consideratmyme into play.
Adopting a persona that disagrees with one’s true utilityultcseem to be non-rational.
To illustrate how it can actually be rational, say we have players, Row and Col, each of
whom can choose one of two moves (“pure strategies”). Weewhg sets of pure strategies as
(Top, Down) (T, D}) for Row, and (Left, Right) {L, R}) for Col. Both players have a “utility
function”, which maps any joint move by both players into alreumber. As an example, say

the utility function pairs @R, u®) for the four possible joint moves can be written as the matri

(6,0) (44)
(5.5) (0.6) ] (1)

This matrix says, for instance, that if Row playswhile Col playsL, then Row’s utility is 6
and Col’s utility is 0. (This game is a particular instancetd broad class of games known as
the Prisoner’s Dilemma (PD).)

To play an instance of the game each playefRow, Col independently chooses a “mixed
strategy”, i.e., a probability distributiol; (x;) over their set of allowed moves. So the expected
utility for playeri is Ep(U) = 3, .. Pi(X)P-i(Xx_))u(x;, X_i), whereP_i(x_;) is the mixed strategy
of i's opponent. A pair of mixed strategieBgow Pco) is called a Nash Equilibrium (NE) of
the game if for all players, Ep(u') cannot increase iP; changes whileP_; stays the same.
Intuitively, at a NE, neither player could benefit by chamgtheir mixed strategy, in light of

their opponent’s mixed strategy. If either player violateis condition, they are said not to be



“rational”.

For example, in the PD of Table 1, there is a unique NE, whereitays T with probability
1.0 and Col playRR with probability 1.0. (Given the mixed strategy of Row, Coligpected
utility would decrease if they playdd with non-zero probability, and given the mixed strategy
of Col, Row’s expected utility would decrease if they play@dith non-zero probability.) Note
though that at the (non-NE) joint movB (L), both players have higher expected utility than at
the NE. So if they could both be induced to cooperate with oregteer and choose that move
—and in doing so both not be rational— both of the players wdanefit.

Now say that rather than being rational in the PD, Col werego#isfirrational . That is,
they commit to choosing uniformly randomly between theio twoves, with no evident concern
for the resultant value of their utility function, and th&me no concern for what strategy Row
adopts. Given such irrationality of Col, Row would have expdattility of 5 for playingT,
and of (50 + 0.0)/2 = 2.5 for playingD. So if Row were rational, given that Col is irrational,
Row would still playT with probability 1.0. Given that Col plays both columns withual
probability, this in turn would mean th&(u®) = 2. Since if Col were rational Col’s expected
utility would be 4, being irrational rather than rationalwa hurt Col in this PD.

Now however modify the PD to have the following utility fuias @R, u®):

)

(0,0) (6,1)
(5,5) (4,6)

Again the joint move T, R) is the only NE. At that NEE(u®) = 1.0. Now though if Col were
irrational, Row would have expected utility of 3 for playiig and of 45 for playingD. So if
Row were rational, given that Col is irrational, Row would pRyvith probability 10. Given
that Col plays both columns with equal probability, this imtwould mean thag(u®) = 5.5.
So by being irrational rather than rational, Col has improtleglr expected utility from

1.0 to 55. Such irrationality by Col allows Row to play a move that Rowesthise wouldn’t



be able to play, and that ends up helping Col. This is true eweagh Col would increase
expected utility by acting rationally rather than irratadly if Row’s mixed strategyvere fixed
(at D). The important point is that if Col were to act rationallyhat than irrationally while
Row’srationality were fixed (at full rationality), then Col would decrease etpd utility. This
phenomenon can be seen as a model of the common real-worldrecé which someone
“acts dumber than they are” (by not being fully rational)dd®enefits by doing so.

Stated in this informal way, the persona-based explanafioon-rationality predates EOS,
going back at least to the 19502931, and arguably back to antiquit3l). In particular, it

played a prominent role in formulation of cold war policidelmutual assured discussion.

2 Evolution of Preferences and Persona Games

We now present our first contribution, a framework that fdines the persona phenomenon.
This framework does not share the limitations of EOS. Inipaldr, it can applied to non-
repeated games. Moreover, as illustrated below, it botla@égexperimental data concerning
non-rational behavior and uncovers novel aspects of sucavia.

To introduce our framwork, first note that the EOS equilibridoncept, involving repeti-
tions of a gamey, can be modified to produce the NE concept that concerns aapaated
instance ofy. In both the EOS equilibrium and the NE, each playsrassigned a utility func-
tion u' over the spacX. However the NE concept replaces the infinite game sequde®©®
with a single game and two assumptions. The first is the camphdormation assumption,
common in economic2@). That assumption implies that each player knons full, and also
knows the utility functions of all the players. The seconduasption is that the players have
common knowledge and each playés rational. This meanisuses their complete information
strategically, to choose the distributidtfx;) that maximizes their expected utility, given what

they think the other players will do. The result of these twswanptions is that the players
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jointly play the NE ofy.

We want to formalize the persona framework in an analogous &, we want to intro-
duce the complete information and rationality assumptinttsa repeated game framework, to
produce a new framework that applies to non-repeated gaxoegnote that in the NE players
adopt strategies, and the NE is a modification of a repeatee geamework where strategies
evolve. So by our desired analogy, to build a framework wheagers adopt personas, we
should modify a repeated game framework where personageevol

Evolution Of Preferences (EOP)%-17, 32—-3)}tis such a repeated game framework. EOP
can be viewed as a modification of EOS. Like in EOS, in EOP tmeegaspecifies a space of
possible joint moveX. y also specifies for each playean associated truepncrete utility
functionu' defined ovelX. Unlike in EOS though, rather than fixing the strategy of ealelyer
I at the beginning of each instanicef y, the preference of playeis fixed, i.e., a counterfactual
utility function b; € B is fixed.

In addition to this modification, EOP changes EOS by expandach instanceof y into
a two-step process. In the first step the players signal (fie&d) preferences to one another.
Those signaled preferences are assumed to be binding ofayerg in the sense that each
player is assumed to act rationally for their signaled peafee. This means that in the second
step att, each player chooses the strategy ovEr that they think will maximize the expected
value of their signaled preferendy given that the other players will try to maximize their
signaled utilities{b; : j # i}. So the distribution oveX in the game atis given by a NE of the
realized gameatt specified by that set of signaled preferences at

That NE joint strategy oveX is evaluated under the concrete utility functigo$ to get the
ultimate expected payis to the players for game instanceAnalogously to the evolution of
the strategies of the players in EOS, in EOP the fixed preteethe players have before each

instance of the game is updated as the sequence of gamedaurslin EOS, this updating is



based on each player’s pdiin the preceding instancesf

Note that in EOP, unlike in EOS, the strategy of play&m game instancé will depend
on attributes of the other players in that game instancetlyRes a result, it is often easier to
derive results without using computer simulations in EGéhtit is in EOS. Another advantage
of EOP over EOS is that it does not require any ability of theypls to recognize one another
from one game to the next. (The signaling in EOP serves the saathematical purpose as the
ability to recognize your opponents does in EOS.)

On the other hand, EOP has some limitations not found in EQ&h\f the formal work
in EOP restricts attention to a game (or set of coupled gamiis)a single symmetric utility
function shared by all the players. Such games are rare iretlievorld. In addition, EOP typ-
ically requires that the population be infinite. However whised to evolve a finite population,
even a large one, natural selection can result in veferint equilibria from when it is used to
evolve infinite populations3b, 3. Moreover, abstracting away from real-world geographica
constraints, the evolution process assumed in EOP typioadjuires thagll individuals in a
population interact, even when the population is infinitertkermore, for some EOP games,
the evolutionary dynamic process has no equilibrium; EQfhoamake predictions for such
games. Another limitation is that the results in EOP typycedry with the initial characteris-
tics of the population that the evolution works on. Finalf)P requires an infinite sequence of
exactly identical games, which as mentioned is rare in tabwerld.

In the same way that the NE is a modification of EOS, we can fbzen¢he persona phe-
nomenon as a modification of EOP. In this formalization, galelyeri has an associated con-
crete utility functionu' and a set of possible, counterfactual utility functionsro¢eB;. Like in
EOP, we assume that every such concrete utility funatjcand set of possible adopted func-
tions B; is provided exogenously, perhaps through an evolutionesggss. (In this paper we

restrict attention td3;'s that seem to be found in the real world.)



Again like in EOP, the concrete utility functions and setpogsible counterfactual utility
functions are used to expand the concrete game into two.stepise first step every player
samples an associated distributie(b;) to get ab; that they will play for the second, realized
game, and signals that to the other players. Then in the second step the playersaphiy
of the realized game specified by those signaled utility fions. That NE sets the expected
values of the players’ concrete utility functions.

All of this is identical to EOP. Where we flier from EOP is exactly the same place that
the NE concept diers from EOS: we replace EOP’s repeated games with a singie,gand
introduce the complete information and common knowletiydl rationality assumptions. In
our context, the complete information assumption meandfare signaling their counterfac-
tual utility, each player knows their own sBf, the setqB;} of the other players, and knows
the concrete utility functions of all players. Common knadge and full rationality means that
each player will use their complete information strategically, in aioatal manner, to choose
for their self the distributiorP(b;) to be sampled to generate the signadbedMore precisely,
it means that each playeichooses(b)) so as to maximize the associated expected value of
their concrete utility, as evaluated under the NE of theizedlgame. (See{) for extensions
to concrete games of incomplete information.)

This modification means that in the persona framework thigiloligions P(b;) themselves
are NE, of the full, two-step game. This allows us to bringtaé power of techniques for
analyzing NE to bear in predicting what tR¢b;)'s are. In contrast, in both EOS and EOP the
distributionsP(b;) are equilibria of a dynamic evolutionary process, and péweechniques
for analyzing NE usually cannot be applied. This is why it &sier to generate quantitative
results without computer simulations in the persona fraarkwhan in EOP.

The use of NE techniques also means that every game in thengefimamework has an

equilibrium, so the persona framework can always make aigired. This is not the case in



EOP. Furthermore, being based on the NE, no initial chanatites of a population are relevant
in the persona framework, and we make no physically imptssissumptions about such a
population. (Note that the physical timescales involvethm process that the persona frame-
work models are very tlierent from the timescales of EOP and EOS; the interactiosggfe
individuals versus evolving populations of individuals.)

Perhaps mostimportant, the persona frameweids explanations for apparent non-rationality
even in non-repeated games. This corroborates the cooelusi(38) that “cooperation can
(be explained), even among non-kin, in situations devoitepgat interaction”. However the
persona framework shows that this conclusion holds evemowitpunishment and genes for
non-kin altruism (which have not been found on the humanrolegome), which are assumed
in (38). Cooperation can exist for purely self-interested reasons

We refer to theb;’s determined for a single game via common knowledg@e&sonas
to distinguish them from the preferences that are detemmimatandard EOP over an infinite
sequence of games. Accordingly, we refer to eBchs apersona set Note that the players
in the first step can be viewed as playing a game. Their jointem® the joint persona they
adopt,b. The utility function of player in this game is the mapping from all possilae to the
expected concrete utility of the (NE of the) realized gamexgjed byb. We refer to this game
as a persona game. (See the supplemental information foreadetailed definition of persona
games, and a discussion of their relation with yet other éworks, e.g., games involving the

signaling of binding contracts.)

3 The Traveler's Dilemma

To illustrate the persona framework, we provide an explandbr some of the experimental
data concerning the famous Traveller's Dilemma (TB9444. The TD models a situation

where two travelers fly on the same airline with an identicaicaue in their baggage, and the
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airline accidentally destroys both antiques. The airlisksathem separately how much the
antique was worth, allowing them the answgs3, ..., 101}. To try to induce honesty in their
claims, the airline tells the travelers that it will compatesboth of them with the lower of their
two claims, with a bonus dr for the maker of the lower of the two claims, and a penaltRof
for the maker of the higher of the two claims.

To formalize the TD, le®(2) be the Heaviside step functio®(z) = {0,1/2,1}forz< 0,z=
0 andz > 0, respectively. Then for both playdrghe utility function in the TD concrete game
isu'(x,xi) = (% +ROKX,-x)+(xi—-ROKX — x) whereR s the rewargpenalty (for
making a lowhigh claim), x; is the monetary claim made by playieandx_; is the monetary
claim made by the other player.

The NE of this game is (2), since whatevais opponent claims, it will benefitto undercut
that claim by 1. However in experiments (not to mention comrsense), this NE never arises.
In experiments rich with implications for the sociology afence, it has been found that even
when game theoreticians play the TD with one another forstakies, they tend to make claims
that are not much lower than 101, and almost never make clafirds When describing these
results, Basu39) called for a formalization of “the idea of behavior generhby rationally
rejecting rational behavior ... to solve the paradoxesyitegue game theory”.

Consider a persona game based onRhe 2 TD concrete game. Since it seems that real
humans are sometimes fully rational and sometimes irratjazhoose those as the possible
personas of the players, indicated dy= c andp = 0, respectively. When both players are
fully rational, the expected utility to both is 2, i.&(U | p1 = o0, p, = ) = 2 for both players
i. Now say that player is rational while the other player is irrational. The reanttexpected
utility E(U' | %, po_i = 0) reaches its (integer) maximum»ate {97, 98}. Plugging in this value

of the full rationalityx, means thaE(u' | p; = o0, p_; = 0) ~ 49,6 (37). Continuing in this way
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gives persona game utility functions with the followingyrnaled) values:

Player 2 rationality
0 +00
Player 1 rationality 3)
0 (348, 348) (533, 496)
+00 (496, 533) (2 2)

This persona game has two pure strategy ME,06) = (0, 0) and 1, 0,) = (c0,0). The
associated distributioR(x;) for the first of these rationality NE is uniform. The assteth
P(x,) instead has half its mass om = 97, and half ornx, = 98. The two distributions for the
other pure strategy rationality NE are identical, just wi(lx,) andP(x,) flipped. (As an aside,
note that if one of the players is irrational and the othepredl, it is better to be therational
one of the two players rather than the rational one.)

There is also a symmetric mixed strategy NE of the personagatmvhich both rationality
players choose = 0 with probability.78. The associated marginal distributioBgg) are
identical for bothi’'s: P(x = 2) ~ 5.8%, P(x = 97) = P(x = 98) ~ 9.5%, andP(x;) ~ 0.8%
for all other values ofx;. (Note that becausB(py,p2) is not a delta functionP(x, x;) #
P(x1)P(X2).)

At such a mixed strategy NE of the persona game the persogarplaandomly choose
among some of their possible personas. Formally, the pbssdf such an NE is why persona
games always have equilibria, in contrast to EOP. Emplyicalich a NE can be viewed as a
model of “capricious” or “moody” behavior by humans.

Uniformly averaging over the three NE of the persona gamesgaP(x) that is highly
biased to large values af This agrees with the experimental data recounted above.

We can do the same analysis for other valueR dfesides 2. WheR grows, the mixed
strategy equilibrium of the persona game places more weighhe personao. This makes

P(x) become more weighted towards low values. In fact, wRegets larger than- 382, the
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two pure strategy NE of the persona game disappear, and Keglsirategy NE reduces to the
pure strategy where both players are fully rational. So@ichsvalues oR, the players are fully

rational. These results agree with experimental dé@adgn what happens @&changes.

4 Persona Games and the Prisoner’s Dilemma

To illustrate the breadth of persona games, we now conselsppas for a player that involve
the utilities of that player’'s opponents. Such personamsalls to model “other-regarding pref-
erences”, like altruism and fairness biases. If a playerebenby adopting a persona with
such an other-regarding preference in a particular garea,ttrat other-regarding preference is
actually optimal for purelysel f-regarding reasons.

To elaborate this, lefu! : j = 1,...N} be the utility functions of the originaN-player
concrete game. Have the persona set of plaperspecified by a set of distributiofys}, each
distributionp; being anN-dimensional vector written ag, 2, .. .,pN). By adopting persona
pi, playeri commits to playing the realized game with a utility functi,@mpfuj rather tharu'.
So pure selfishness for playeis the persona:ij = ¢;j, wWhich equals 1 if = j, O otherwise.
“Altruism” then is apij that places probability mass on more than pngFairness” is a slightly
more elaborate persona than these linear combinationdibési e.g., the commitment to play
the realized game with a utility functionN(— L)u' — ;. u']2)

As an example, consider the two-player two-move concretgegaith the following utility

functions:

(4)

[ (2.0) (L1) ]
(3.2) (0.3

There is one joint pure strategy NE of this game, BtR). Say that both playersin the
associated persona game only have 2 possible pure staﬁégﬁeéi,j andpij £ 1-6;j, which

we refer to as selfish¥() and saint £7), respectively. Under th& persona, a player acts purely
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in their own interests, while under the& persona, they act purely in tha@pponens interests.
As an example, if Row chooseéswhile Col chooses?, then the realized game equilibrium
for the concrete game in Table 4 B, ), since Rows’ payfh there is maximal. Note that this
joint move gives both players a higher utility (3 and 2, retpely) than at T, R), the realized
game equilibrium when they both adopt the selfish personati@ong this way, we get the

following pair of utility functions for the possible jointgssona choices:

Colp
& o4
Row p
£ @1 @2 ®)
o4 O, 3) (3 2

The pure strategy NE of this persona gamesis®), i.e., the optimal persona for Row to adopt
is to be selfish, and for Col is to be a saint. Note that both pfalgenefit by having Col be a
saint. One implication is that Row would be willing to pay u®t6 to induce Col to be a saint.
Perhaps more surprisingly, Col would be willing to pay up ®tb be a saint, i.e., to be allowed
to completely ignore their own utility function, and worknely in Row’s interests.

In the case of the PD concrete game, other-regarding pesysamalead the players in the
realized game to cooperate. For example, say that eachrplage choose either the selfish
persona, or a “charitable” persona, under whicis uniform (so that playarhas equal concern
for their own utility and for their opponent’s utility). Timefor the PD concrete game in Table 1,
the equilibrium of the persona game is for both players to leitable, a choice that leads
them to cooperate in the realized game (see supplementahiaftion). Note that they do this
for purely self-centered reasons, in a game they play onteonThis result might account
for some of the experimental data showing a substantialgtitty for real-world humans to
cooperate in such single-play gamés)(

To investigate the breadth of this PD result, consider tlig §eneral, symmetric PD con-
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crete game, with utility functions

(6)

(8. 5) (0,0)]
(2,0) (v,7)

where R, D) is (defect, defect), sa > B8 > y > 0. Also consider the fully general charitable
persona%’, wherep; = sfor both players. So& iss= 1, and« is s= 0. We are interested in
what happens if the persona sets of both players is augmbayexhd the tripldfully rational
personas’, the irrational persona, the anti-rational pergahat was investigated above to also
include the?# persona, for some fixed value sf (See 46) for analysis of the case where the
two players have dlierent values o§.)

Working through the algebra (see the supplemental infaomptwe first see that neither
the non-rational nor the antirational persona will ever hesen. We also see that for joint
cooperation in the realized game (i.&-, T)) to be a NE under theq, %) joint persona choice,
we needr; = B8 — sa > 0 (see the supplemental information). If instédd< 0, then under the
(¢, %) joint persona either playerwould prefer to defect given thati cooperates. Note that
R; can be viewed as the robustness of having joint cooperagaihd NE when both players
are charitable. The larg®t; is, the larger the noise in utility values, confusion of thayprs
about utility values, or some similar fluctuation would hévde to induce a pair of charitable
players not to cooperate.

Given thatR; > 0, we then nee®, = y — (1 — s)@ > 0, to ensure that each player prefers
the charitable persona to the selfish persona wheneverttbemayer is charitabléR, can also
be viewed as a form of robustness, this time of the playeits Wwahting to adopt the charitable
persona in the first place.

Combining, we see that{(, ¥) followed by (L, T) is an equilibrium whenevese (1-Z, §].
For that range on allowesls to be non-empty requires that> o — 8. Intuitively, this means

that playeri’'s defecting in the concrete game provides a larger benefitftplayer —i also
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defects than it does Hi cooperates. It is interesting to compare these bounds gandy to
analogous bounds, discussed 19)( that determine when direct reciprocity, group selegtion
etc., can result in joint cooperation being an equilibriunthe infinitely repeated PD.

At the NE of the concrete game in Table 6, both players defaxt,each player’s utility is
v. So when we do haveg(, ¥) followed by (L, T), the benefit to each player of playing the
persona game rather than playing the concrete game diied@ly 8 — y. Comparing this to
the formulas folR; andR;, we see thaR; + R, + B < 1. This proves that there are unavoidable
tradedfs between the robustness of cooperation and the potentiafibef cooperation in the
PD, whenever (as here) the concrete game matrix is symnagtddoth players can either be
selfish or charitable for the same valuesof

To understand this intuitively, note that haviRg large means that both and s are (rela-
tively) large. These conditions guarantee something aoimog your opponent: they are not so
inclined to cooperate that it benefits you to take advantagigeon and be selfish. On the other
hand, havingR; large guarantees something concerning you: the benefitucfdefecting
when your opponent cooperates is small.

It is interesting to note the implications of this for the igoner’s dilemma” of a marriage.
Having R, large means that your spouse must pay significant atteraidineir own interests
as well as yours. It also means that your spouse must benk$tasuially by punishing you
if you defect. HavingR; large means that you can’t benefit too much by defecting wioem y
spouse cooperates. If bd®y andR, are large, then fluctuations in behavior or perceptions are
unlikely to break the joint-cooperation outcome. Our resbhbws that there is an unavoidable
tradedt between having those values be large and also having theadaoge benefit to joint

cooperation in the marriage.
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5 Discussion

The persona framework goes beyond explaining some typesréntly known non-rational
behavior, to reveal previously unknown situations in whicim-rationality is in a player’s best
interests. An extreme example is where a player benefits bptend) the persona of being
her “own worst enemy” (i.e., by committing to always actanimizeutility). There are even
simple concrete games wheatt players benefit from adopting thanti-rational persona, no
matter what persona their opponents adopt. The NE of theciassd persona game is for all
players to choose to be anti-rational. Furthermore, foressath gamegverypersona player

i receives higher utility under that all-anti-rational NE tbe persona game than they would
if all players instead adopted the persona of full ratidgalln such games, every individual
would prefer it if everyone (herself included) is their owonst enemy. Translated to the real
world, this means that sometimes a governmental regulatarlg try to induce each player to
act precisely against their own interests, since by doiagtte player benefits both them and
everyone else. An example of such a game is provided in theemental information.

As an illustration of a potential practical application bétpersona phenomenon, note that
many modern engineered systems can be viewed as a distrgeitef adaptive, goal-directed
subsystems. Often the equilibrium behavior of such a systmbe modeled as the NE of a
game where the players are those subsystems. TypicallcinGases the system designer can
set some aspects of the utility functions of the “players.(isome aspects of the goals of the
subsystems) arior of how rational the players are. Examples involving pueetificial players
include distributed adaptive control, distributed rencEment learning (e.g., such systems in-
volving multiple autonomous adaptive rovers on Mars or ipldtadaptive telecommunications
routers), and more generally multi-agent systems invghadaptive agentsi{, 49. In other

instances of such engineered systems some of the playehsiiay@n beings. Examples here
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include air-tréfic management@), multi-disciplinary optimization %0, 51), and in a certain
sense, much of mechanism design, e.g., design of auctio&3 (

The implications of the analysis concerning Table 2 praditat the performance of some of
these engineered systems could be improved if the playeesimpeded from playing rationally
(e.g., by corrupting their sensor input). Moreover, thelygsia of the game in the supplemental
information predicts that some players — perhaps all of themould sometimes improve their
performance if they were induced to always be anti-rati¢@a., by appropriate transformation
of their reward signals from their environment).

There are many interesting connections between personasgamd real world phenomena.
For example, a necessary condition for a real-world playadbpt a persona other than perfect
rationality is that they believe that the other players avara that they can do that. The simple
computer programs for maximizing utility that are currgnised in game theory experiments
do not have such awareness. Accordingly, if a human knowsahe playing against such a
program, they should always play perfectly rationally, amtrast to their behavior when play-
ing against humans. This distinction between behavior wilaying computers and playing
humans agrees with much experimental data, e.g., congetménUltimatum Gamel( 2, 53.

What happens if the players in a persona game are unfamiltartihe meaning of each
others’ signals, say due to coming fronffdrent cultures? This might lead them to misconstrue
the personas (or more generally persona sets) adopted bgnotiger. Intuitively, one would
expect that the players would feel frustrated when that @aggsince in the realized game they
each do what would be optimal if their opponents were usiagjrtisconstrued persona — but
their opponents aren’t doing that. This frustration can iesved as a rough model of what is
colloquially called a “culture gap™4).

Broadening the discussion beyond humans, note that catmypersona equilibrium typ-

ically involves far more computational work than calculgtithe equilibria of the associated
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concrete game. (Crudely speaking, for every possible janégna, one has to calculate the
associated realized game equilibria, and ahlgn can one calculate the persona game equi-
libria.) Hence, one would expect persona games only in mesnifea species with advanced
cognitive capabilities, who have a lot of interactions watier organisms that can also play
persona games. Colloquially speaking, we might charaeterimmember of such a species who
plays persona games well as having “high social intelligénc

Also for computational reasons, one would expect the parsehof any social animal for
any concrete game not to be too large. This is because a lerrgpeth increases the computa-
tional burden on the player with that set, and on the othergptathey play against.

Indeed, computational issues might prevent a social aniroal calculating the optimal
persona from some associated persona set, even a limiteahpeset, for every concrete game
they encounter. (Just think about how many games you plapglartypical day, and imagine
calculating the precisely optimal persona for every sucheya Rather they might use a simple
rule to map any paifa concrete game, a specification of which player they areaingamé to
a persona for that game. As an example, a value for the attiNisectorp can be used to map
everyN-player concrete game a person might play to a persona for thh@adopt for that game.
We call such a map a “personality” (see the supplementatnmtion).

Summarizing, persona games provide a very simple jusidicdor irrationality with very
broad potential applicability. They also make quanti@fpredictions that can often be com-
pared with experimental data. (In work currently being tentfor submission, two of us has
found that the predictions of the persona game framewodkaasee with experimental data for
the Ultimatum Gamed7).) While here we have only considered personas involvingek=gof
rationality and degrees of altruism, there is no reasonmekpect other kinds of persona sets
in the real world. Risk aversion, uncertainty aversion, oéite points, framing fects, and all

the other “irrational” aspects of human behavior can oftefidsmulated as personas.
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Even so, persona games should not be viewed as a candidéeaatiqn of all non-rational
behavior. Rather they are complementary to other explamgtior example those involving
sequences of games (like EOS and EOP). Indeed, many pheagqmudably involve sequences
of persona games (or more generally, personality gamesanAlustration, say an individual
i repeatedly plays a face-to-face persona ganmevolving signaling, persona sets, etc., and
adopts persona distributid?(b;) for those games. By playing all those gamesgould grow
accustomed to adopting(b;). Accordingly, ifi plays new instances of where signaling is
prevented, they might at first continue to adopt distribug@o;). However as they keep playing
signal-free versions of, they might realize tha®(b;) no makes sense. This would lead them to
adopt the fully rational persona instead. If after doing thay were to play a version gfwhere
signaling was no longer prevented, they could be expecteztion toP(b;) fairly quickly. This

behavior agrees with experimental d&t&,(59.
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